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OVERVIEW AND ACKNOWLEDGMENTS

The 18" Homicide Research Working Group (HRWG) intensive workshop participants
met at the Minnesota Bureau of Criminal Apprehension in Minneapolis, Minnesota, from June
7" to 9", 2007, to explore the themidomicide Stdies: Ten Years After Its InceptioFhis
volume includes the proceedings resulting from that workshop.

The HRWG is best described as an interdisciplinary and international group of homicide
academicians and practitioners, who first met in 1991 witlgdiaés of:

1 forging links among research, epidemiology, and practical programs to reduce levels of
mortality from violence

encouraging more efficient sharing of techniques for measuring and analyzing homicide
promoting improved data quality and the linkiofgdiverse homicide data sources

fostering collaborative, interdisciplinary research on lethal aneetbal violence

creating and maintain a communication network among those collecting, maintaining
and analyzing homicide datasets, and

1 generating a str@nworking relationship among homicide researchers

= =4 =4 -9

HRWG members from a variety of disciplines, e.g., criminology, criminal justice,
sociology, nursing and political science, attended the-thagevorkshop. As the culture of
this group requires, presenteféered up their preliminary research papers irlh(minute
sound bites that participants then chewed up and spit out in the form of questions for
approximately 180 minutes per paper. This method allows authors to gather input from
experts in the fielghrior to completion of their research project and is the strength of the
HRWGG6s annual wor kshops.

The success of the Minneapolis meeting was due, in large part, to the Center for
Homicide Research. Both Dallas Drake and Joe Shulka, as well as themt stieies
from the Center, who served as the Local Arrangements Committee, provided a setting that
was conducive to the hard work that proves to be the norm of HRWG Annual Meeting
participants. For the second year, members had the opportunity to cahgimue
discussions and form collaborative relationships at a Hospitality Room in the conference
hotel. Attendees will remember Hospitality
birthday, ATrunk Monkeys, 0 and the ASave Pa

Ahighight of this meeting was a fAfield tripbo
shopping, but that wasnét the purpose of th
security system at the Mall and learned that nearly all public areas are videotaped at all
times that the Mall is open and that that surveillance could drill down to the point of
allowing the camera viewer to read a book held by a person waiting for the bus outside the
Mall. It was a truly impressive security system and an enjoyable event.

In addition to the main program, a poenference focusing on cold case murders was
also presented by the Minnesota Bureau of Criminal Apprehension personnel. For those of



us who chose to attend this event, we left with a greater understanding of cold cases and
homicide investigation.

The most essential contribution to these proceedings was provided, of course, by the
Workshop participants. The papers in this volume are the primary products of the HRWG
Annual Meeting. This year the program included papersdalsnurder; crime spikes and
dips; the development and use of new datasets, e.g., NIBRS; the exploration of methods to
handle missing data; and a variety of other important topics, which have been compiled for
you in this volume.

As the program chait,want to thank all of the authors, who provided their papers to
Gabrielle Salfati, the editor of these proceedings, and Katharina Gruenberg, who also
worked on these proceedings.

As this is being written, the HRWG is planning the m&hr meeting, whicks held each
year at the American Society of Criminology. As always, we will have a reception focused
on attracting new HRWG members and collaboration among current members. We are also
actively setting up next yeailldFBexadatrBamm!l Wor k
Houston University. The focus of this meeting will be on offenders. Thus, enduring
progress is being made by HRWG members, who will continue to develop important
guestions related to lethal and Aethal violence, find answers to manfytbose questions,
and link the answers to practical strategies for intervention and prevention.

Lin Huff-Corzine
Program Chair
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Chapter One:

Pre-conference Workshop: Minnesota Bureau of Criminal
Apprehension (BCA)T Three Case Study Murder

Investigations

Presenters
Terry Smith, retired from the BCA
Everett Doolittle, retired from the BCA
Dan Ahlquist, BCA



Katie Poirier Murder Investigation

Terry Smith

Bureau of Criminal Apprehension Senior Special Agent in Charge(retired)

Abducted by a stranger from a convenience store in Moose Lake Minnesota, on May 26, 1999,
Katie Poirier 6s vy o uatghe hands ef acuanng carteer criminal. The | e nt
identity of the suspect was initially barely visible on the dated surveillance equipment in use at

the convenience store. Enhancement of the vid
that, coupled wh witness information, directed the investigators to focus in on Donald Bloom.

A search of Bloomds hunting property | ocated
containing numerous chard bone fragments. Forensic anthropologists workingddongsi

investigators from the Minnesota Bureau of Criminal Apprehension discovered human bones and
teeth. This case presentation will discuss the investigation of a violent and cunning career

criminal who had done everything he could to conceal his identitydst, and the violent

murder of Katie Poirier.

Presenter Biography

Terry Smith has been a police officer for nearly thotye years, having started his career as a
uniformed officer with the Bloomington, MN, Police Department in January 1966. He began
working death investigations as a crime scene technician for Bloomington in 1968. In 1973,

Terry was hired as a Special Agent with the Minnesota Bureau of Criminal Apprehension. Agent
Smith was stationed at t he B ueveokedinanutnberof Pa u l
different sections, including organized crime, narcotics, and general investigation. In 1986,
Agent Smith was promoted to Special Agent 1in
Agent Smith estimates that he has investigatede than two hundred deaths, including several

high profile homicide cases, including the Katie Poirier abduction and murder investigation. He
has taught many classes and seminars for homicide investigators, sharing his expertise so that

others may carrgn in the same fashion.
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Serial Killer Joseph Ture

Everett Doolittle

Bureau of Criminal Apprehension Special Agent (retired)

Convicted for the brutal murder of Diane Edwards in 1980, a Minnesota Bureau of Criminal
Apprehension Cold Case unit investigatconnected Ture to six additional murders. Connecting
Ture to the brutal murder of Marlys Wohlenhaus in 1979, and Alice Huling along with three of
her children Susan Huling, Patti Huling and Wayne Huling in 1978, resulted in multiple life
sentences fofure, guaranteeing pure evil will never be free again. This case presentation will
discuss the process of reevaluating evidence already collected and the discovery of new
evidence, both of which were critical to obtaining five additional-flexjree murde

convictions.

Presenter Biography

Everett Doolittle began his law enforcement career in 1970 in rural Minnesota. Everett is a

graduate of the FBI National Academy and holds a Maters Degree of Management and
Administration. In 1982, Everett was hired ImetMinnesota Bureau of Criminal Apprehension

as a Special Agent where he was assigned to a number of different sections including the Cold

Case Homicide Unit. This unit is charged with the duty of reviewing older homicides, or cold

cases, and assisting &ddaw enforcement agencies irapening and solving these crimes. In

this section, Everett worked with local law enforcement in reviewing murder cases believed to be
connected to Joseph Ture. Everettds ioeaxt ensi ve
murders, which resulted in convictions. Everett is an experienced teacher and trainer, sharing his

expertise and experience with others in a learning environment.
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Dru Sjodin Murder Investigation

Dan Ahlquist
Bureau of Criminal Apprehension Spedfaent

On November 22, 2003, Dru Sjodin was abducted by a stranger as she walked to her car in a
shopping mall parking lot. Immediate clues in this case led Minnesota Bureau of Criminal
Apprehension investigators to focus on Alfonso Rodriguez, a Leveddatrry Sex Offender

who had been released from prison six months earlier and now lived in the area. Rodriguez was
subsequently arrested and charged with the abduction of Sjodin, however, Sjodin had not yet
been located. Rodriguez denied any involvement. CAp r i | 17, 2004 Druds
discovered in a ravine. Rodriquez eventually confessed to his involvement in this violent sexual
assault and murder. The agent assigned to this case will discuss tiweonkiags of this high

profile murder invstigation.

Presenter Biography

Dan Ahlquist has been a police officer for fifteen years, beginning in 1982 when he started as a
patrol officer with the Moorhead, Minnesota, Police Department. In 1987, Dan was hired by the
Minnesota Bureau of Criminal Apginension as a Special Agent and continues in this capacity.
Ahlquist is currently assigned to the general investigations unit where he has conducted and
assisted many death investigations, including a number of high profile homicide investigations

such aghe Dru Sjodin Murder Investigation.
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Chapter Two:

Session 1The History of Homicide and Homicide
Investigation.

Moderator: Jay Corzine

Mass Legal Executions in the American WesPaul H. Blackman, Independence Institute and

Vance McLaughlin, Jacksoitle State University.

Robeson County, North Carolina Homicides: 1916 to 194¥Vance McLaughlin, Jacksonville

State University.
History of Offender Profiling: The Role of Criminologists, Psychologists, Consulting
Detectives, Medical Examiners, Forensic ¥perts, and the FBL Kristen Welch, Sam Houston

State University and Robert Keppel, Seattle University.

Discussionrecorded byictoria Titterington
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MASS LEGAL EXECUTIONS IN THE AMERICAN WEST

Paul H. Blackman
Independence Institute

Vance McLaughlin
Jaclsonville State University,

ABSTRACT

Encouraged by the response to their exploratory study of American mass legal executions
(MLEs) at the 2002 HRWG annual meeting, the authors decided to go into greater depth,
emphasizing various aspects of the MLEsogyaphical, chronological, demographic, etc. The
first such study published was in the seventh volume of Homicide Studies, focusing on the mass
executions of Blacks. This study turns to MLEs in the West, most of which involved members of
other minority graps, beginning in the first decade of Spanish settlement of California in the
1770s. In addition to MLEs for Indian revolts, minorities involved included the only MLE of
Asians, related to Tong wars, and of Hispanics involved in Pancho Villa's Mexicdn hevbe
West, perhaps even more than in other MLEs, the incident may have been covered in, but the
MLE missing from, history books. For ndtispanic Whites to earn an MLE, it generally took
what would now be viewed as an aggravated homicide, but Wipaaticipants eligible for
execution.

INTRODUCTION

Mass legal executions (MLEs) have been defined as the execution of four or more
persons for the same criminal incident. The number was chosen based on criminological use of
the same figure for the sty of mass murder, and historical use of the same figure for a study of
mass lynching. Previous research on MLEs has indicated that they tend to differ from ordinary
executions in a variety of ways. First, MLEs are more apt to be applied in resporisgetoafr
greatest concern to the society, or, sometimes, just to the ruling authorities. Second, MLEs are
more apt to occur when those subject to criminal sanction are outsiders to the society trying and
punishing them, either literally, as with piratedgging far from home, or figuratively, as with
slaves feared to be plotting revolts in the society in which their politipalyerless lives are
being led. During the colonial and antebellum era, MLEs disproportionately were used against
blacks and Indiagy particularly for crimes like slave revolt and Indian uprising. Other offenses
often warranting such punishment included treason, mutiny and desertion, along with some
aggravated murders. Following the Civil War, other ethnic minorities were more d& to
sentenced in such groups, but the crimes, with few exceptions, were what would be considered
aggravated murders.

In the western part of what became the United States, MLEs have been relatively
infrequent, perhaps accounting for approximately ten péroé the total number of such
incidents. That reflects the lack of population during most of the period of European colonization
and political control of what became about a quarter of the states during the period when MLEs
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were most likely to occur. Thé&/est may have accounted for over 15% of the population when

Americabds | ast MLE took place in 1960, but
period when MLEs were relatively common. In a number of ways, western MLEs differ from
others, emphasiag different aspects of the study of such executions.

With far more MLEs involving minority groups, especially Indians and Hispanics,
western MLEs were more likely than others to involve incidents relatively well known
historically even if the MLE wasat so well remembered. The West provided the only known
example of Asians legally executed en masse in America. And the Indians demonstrated one of
the problems of determining what constitutes an MLE, with more uncertainty about the extent to
which particlar mass executions followed some evidence of due process of law, with a trial and
conviction for an alleged offense prior to execution for the offense.

INDIAN UPRISINGS

Overall, in antebellum America, Blacks and Indians comprised just over half & thos
executed in MLEs. But no Blacks have been involved in MLEs in the West. On the other hand,
during the century from the founding of Spanish missions in California through 1873, only
Indians were involved in western MLEs. As with MLEs elsewhere, the 'lcaimncidents”
leading to the executions are often better known than the fact that they terminated with a mass
execution. And, particularly with the earlier ones, there were some issues that make it arguable
that, despite trial and conviction, the execasiavere not totally legal. In addition, particularly
with regard to Indian uprisings, there were numerous incidents of summary executions or, not
necessarily readily distinguishable, just murders of those captured in Indian uprisings. The latter,
indeed, ny have been more understandable to the Indians than the idea that they had committed
a "crime" requiring a trial, evidence, conviction, and formal execution: killing captives was not
all that unusual an experience for the Indians, nor something they wotldhave done
themselves to some Indian and Caucasian captives.

The first Spanish mission in California, in San Diego, soon offended the local Indians
enough so that many of the missionaries were murdered. A few years later, to suppress future
uprisings, four Indian chiefs who had been captured were subject to exemplary trial and
execution. The legal question was whether the commandant had the authority to execute persons
without the approval of the governor. The uprising appears in more history Huenksts$
suppression. The same is true for the second MLE, following the Whitman Massacre in the
Oregon territory. The killing by Cayuse Indians of 17 men, women, and children, eventually led
to the Indians being forced to yield up those alleged to be Jveasplalthough more were
probably involved than the five who were tried and executed. The legal issue, raised by defense
attorneys and ignored by the jury and others, was whether murder was a crime: the year before
the massacre, the British yielded Oreganthe United States, but Congress had not yet
implemented a legal system defining crimes and their sanction. The massacre, combined with the
discovery of gold in California, is credited with encouraging pioneers to switch generally from
the Oregon to the &ifornia Trail.

Three other Indian uprisings led to MLEs, involving a total of 14 Indians, in Oregon and
California in 1855, 1863, and 1873. In one incident, the execution was partly in response to the
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only killing of an Army general in the Indian waig. another, the civilian population insisted

upon Indians being executed for killing Whites in response to the efforts of the White civilian
population to exterminate by murder of the Indians living in the areas. In general, the Army
wanted the Indians teefrain from robbery and murder of settlers and the settlers wanted to
eradicate the I ndian popul ation; when the 1In
settlers from the Indians, viewed more as a police action than a military action, alithnti

execution deemed an appropriate response.

MLEs of NON-HISPANIC WHITES

As with most posCivil War MLEs in the United States, those of Adispanic Whites in
the West generally involved aggravated homicideiith the main difference between those
executions and contemporary executions for aggravated homicide being the willingness to
execute those involved in a gargjated robbery even those who, personally, did not kill anyone.
There were four such MLEs in the West, only one an incident wheretl®tbrime and the
resulting execution are equally well known to history.

That was the first MLE of Caucasians, following thecstled Bisbee Massacre in
Arizona territoryi interestingly involving the armed robbery of a storeoemed by a relative of
Barry Goldwater. The Bisbee incident began as the armed robbery of a store by five men, but the
aggravated circumstances involved not merely the killing of persons in the store, and those
noticing the robbery from the street and trying to take actiontHeumurder of a woman, who
probably had no idea what was happening. And prior to the execution of those five robbers in
Tombstone, the ringleader, who had organized the robbery but not taken part and thus escaped
the death penalty, became the victimofihb st oneds first | ynching.

The second MLE of nohli spani c Whites, Nevadads only
train robbery and murder. The third and fourth had more clearly aggravating circumstances. In
1930 and 1938, California executed five Whites fosami riots in one of which a warden was
killed. Murdering law enforcement officers has generally been an aggravating circumstance
increasing the likelihood of an MLE occurring.

MLEs of HISPANICS

Three MLE incidents in the West involved Hispanics, acdagrfbr roughly onequarter
of the persons executed in such incidents. The first, as with two of the MLESs -bfisymamic
Whites, involved a law enforcement officer as victim: the assassination of a New Mexican
Hispanic former sheriff in a political disputFour other Hispanics were convicted and executed.
The third MLE of Hispanics, like the first of ndtispanics, involved a botched store robbery
and murder, but with only one man murdered, but with a woman, the storekeeper and
murderv i ¢t i mo6 s ushly injured, Whileeond ab the five perpetrators reportedly escaped
from New Mexico to Mexico, the other four paid with their lives in 1922.

The other MLE involving Hispanics, like several others, involved an incident far better
known than the resultingxecution. Near the end of the period of Mexican political insurrections

of the first two decades of theti?(l:entury, Pancho Villa was on a losing streak in his efforts to
build on his strength in Chihuahua, just south of the American border. Resentigigc&m
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support for his opponent, despitéd andpdsdibyds ea
responding to encouragement from Germans seeking to involve Americans in a war with Mexico
during the First World Waii Villa ordered his men to attack tHdew Mexican town of

Columbus, just over the border. The attack is fairly well known, as is the American response,
ordering General John J. Pershing on a punitive raid into Mexico in a vain effort to capture Villa.
What most history books, American or Mexa n , fail to notice is that
party were captured, tried, and executed for the murders that occurred in the early morning raid

in March of 1916.

MLE of ASIANS

Only once in American history were Asians subject to a mass legalitexg and it
occurred in Arizona, related to the Tong wars of the 1920s. With most Tong war actions in Los
Angeles, San Francisco, and New York, the fact that the only resulting MLE occurred in Arizona
could be related to the fact that the authoritieshiat state did not take kindly to five Tong
warriors, four of whom were eventually executed, driving from LA to Kingman and imposing
their problems on their state by killing a restauranteur belonging to an opposing Tong. It is also
possible that similanecutions did not occur in New York or California because, in addition to
the difficulties of getting cooperation from the Chinese community, the authorities may not have

cared when Chinese murdered other Chiriege the same way southern Blacks in thet®9
century, while subject to lynching for offenses so minor as looking wrong at some Whites, could
murder fellow Blacks without threat from law enforcement.

CONCLUSION
The different development of the West from most of the parts of thergpwihich had
been settled earlier, changed the sorts of persons executed in MLEs, with much greater use of the
sentences against minorities. But the general findings from other studies, that MLEs are
especially likely to be imposed on societal outsidemg/or when the crimes are those that

particularly offend society, remain. With MLE of Indians, what stands out is the extent to which
the law was stretched and circumstances strained to justify executions.
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Robeson County, North Carod Homicides1916 to 1941

Vance McLaughlin
ProfessotJacksonville State University

Introduction

Robeson County, in the southeastern section of North Carigligapgraphically the largest
county in North Carolina. It is the shaded area in the mapvbelo

The county is divided into twentyine townships: Alfordsville, Back Swamp, Britts, Burnt
Swamp, East Howellsville, Fairmont, Gaddy, LumBedge, Lumberton, Maxton, Orrum,
Parkton, Pembroke, Philadelphus, Raft Swamp, Red Springs, Rennert, Rowland, Saddletree,
Shannon, Smiths, Smyrna, St. Pauls, Sterlings, Thompson, Union, West Howellsville,
Whitehouseand Wishart.

Based on the 2000 cens&&beson County has a population of 123,399 people. The county seat

is Lumberton, with a population of 20, 795. No other community in the county has a population
greater than 3, 500 (Red Springs) giving the county a rural atmosphere. The median ircome of
household is $28,202 and 29% of the inhabitants are under 18 years of age. There are seven state
recognized Indian tribes in North Carolina. Féiye percent of the North Carolina Indian

population resides in Robeson County with the vast majorignitiiying themselves as Lumbee.

Robeson County has a historical reputation as a violent place, much like Edgefield, South
Carolina and Chicago during Prohibition. From 1994 to 1998, Robeson County had the highest
homicide rate for any county in North @&na. In this five year period, 134 homicides occurred

in the county with 83 nemwhite male victims, 26 newhite female victims, 18 white male

victims, and 7 white female victims. The homicide rate was 24 per 100,000.

Homicides occurring from 1916 t®14 1 wi | | be examined to deter mi
reputation as a violent place to live is a recent phenomenon or if there is a history of high
homicide rates.
Methodology
| was granted permission by the vital records division of Robeson County ¢b seair files.

Death certificates were bound in yearly books beginning with 1916. | began with that year and
stopped at 1941. Over 19,000 death certificates were examined. If the death was classified as a
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homicide, the following was recorded: name graage and sex of victim; date of homicide;
township where homicide occurred, and cause of death were recorded. In most cases, the
homicide was identified as accident, suicide, or homicide by the medical examiner. In 1930, the
death certificates changéedan effort to gather additional facts concerning the homicide. The
physicians filling them out, as a general rule, did not bother to include the information.

A second part of this study was to include Uniform Crime Report information conerning

homicidesn Robeson County from 1960 to 2004. The FBI Information Center furnished all the
records received for those years. After going through the data set, it became apparent that the
information was too incomplete to be used. Specifically, there weretyipes of deficiencies.

First, there were a total of ten reporting law enforcement agencies identified during these years.

In only four of these years did all ten agencies submit a crime report. Second, even when they
submitted a crime report, in manyseas it was not for the full twelve months. The Robeson
County Sheriffés Office (RCSO) was the | arges
most homicides. In many cases they only reported the first six months of crime statistics. Third,

the RGSO was a notoriously corrupt agency. When | began my research in 2003, BATFE agents
informed me that the U.S. Attorneyodos Office w
RCSO. In 2004, the Sheriff was forced to resign in the middle of multipéssiigations directed

against the agency. Interestingly, the earlier death certificate data would appear to be more
complete than the modern U.C.R. data.

Race

In the United States, race may be the most statistically significant factor found in homicide
Often, the rates among both perpetrators and victims vary widely based on race. Concomitantly,
the variable of race may be the most perplexing variable encountered. During the history of the
country, the words used to classify race have morphed dra#fi® of pseudscience and

political demands.

The census reports have varied over time in the way the ancestry of citizens was classified. Such
terms as foreign born white, native born whites, and colored have disappeared. White, black,

and Hispanic ar currently in vogue. In popular culture, the term Indian has given way to Native
American. Both are misnomers. Columbus did not discover a new route to the Indies so Indian
was not a correct name for the pwakpdogerahe met .
land bridge from Asia, thus not being native to this country. Slaves brought from Africa were

first called Negroes (in polite society), then colored, then black, then Afficaarican, and

currently some want to impose AfricamAmerica, spposedly to remind others that most of

their ancestors did not emigrate voluntarily. The census relies on thaefielfion of reporting

individuals.

Examining race as a genetic trait would seem to be the most scientific way to categorize people,
but isalso problematic. The United States Government has been hesitant to do this. The Equal
Employment Opportunities Commission that is supposed to investigate alleged legal
discrimination has almost been mute on categorizing different races. Past histooy Ibasn

positive to some of those who have been classified by pssieiloce. An example is that
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during slavery in the United States, some states classified those with 1/8 African blood as
octoroons, thus making them Negroes, thus allowing them to ke/eds

Social construction may be more useful to criminologists in defining race. A social construct is

an artifact established in a society because people agree to behave in a certain way. Those social
scientists that consider this concept often fimeltaxonomy of racial classifications arrived by

other means to be valid. In other words, race is how we and others see ourselves based on
unwritten codes established by the society we live in. That is why AfAcaerican became

acceptable by some, evrough it speaks of a continent rather than a country. While whites

may classify themselves as Irish, Italian, Polish, etc., blacks would argue for the purposes of
discriminatory policy that whether their roots were in Uganda or Tanzania was immaleesl.

were all from Africa. It is even more confusing when anthropoligists have concluded that all

human life originated in Africa.

In the United States, despite definitional challenges, race dominates the discussion in many
policy considerations (eg. afifnative action, reparations) and criminological research (eg. racial
profiling, death penalty imposition). In Robeson County, race is a key factor in communal life.
The Lumbee Tribe calls Robeson County home.

The Lumbee Indian Tribe adds a number of taye the already confusing concept of race. In

an attempt to establish their identity, there have been a number of claims as to their origin.
These range from being descendants from the
other tribes (Grek, Cherokee, Tuscarora. It is felt by some that the Lumbee Indians are an
amalgamation of intermarriage among whites, blacks, and local tribes since the 1800s. There are
ot hers who feel that the Lumbees are fApureo

While the Lumbee Indiarare recognized by North Carolina as a tribe, the federal government
does not grant any benefits. The government granted the Lumbees recognition in the Lumbee
Act of 1956. The last paragraph reads:

Be it enacted by the Senate and House of Representatitres United States of America

in Congress assembled, That the Indians now residing in Robeson and adjoining counties
of North Carolina, originally found by the first white settlers on the Lumber River in
Robeson County, and claiming joint descent fremmmants of early American colonists

and certain tribes of Indians originally inhabiting the coastal regions of North Carolina,
shall, from and after the ratification of this Act, be known and designated as Lumbee
Indians of North Carolina and shall continto enjoy all rights, privileges and immunities
enjoyed by them as citizens under the laws of the State of North Carolina and the United
States. Nothing in this Act shall make such Indians eligible for any services performed by
the United States for India because of their status as Indians, and none of the statutes of
the United States which affect Indians because of their status as Indians shall be
applicable to the Lumbee Indians.

Recently, some of those who have considered themselves Lumbee, hatiedwieir racial
identification to Tuscarora, in the hopes of securing federal benefits. The Tuscarora is a
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federally recognized tribe, part o the larger New York State League of the Iroquois. Their
ancestors were displaced from North Carolina aftel #i€ Tuscarora War.

Analysis

The census for the years of 1910, 1920, 1930, and 1940 was examined to determine the

population based on race and sex in Robeson County. The 1940 census did not provide enough
data to categorize the population. Inadditom 1910 and 1920, the catec
Chinese, Japanese, and persons of al/l ot her r
Apeople of other raceso was used. I n Robeson
and that number wassed. For the purposes of this paper, if more Indians were counted than

there actually were, it would lower their homicide rate.

The Indians in Robeson County made up approximately 75% of the Indian population in North
Carolina in the 1910, 1920, 193®0a1940 census.

Table 1: Population of Robeson County, North Carolina based on the United States Census
for 1910, 1920, and 1930.

Year WM WF BM BF IM IF Total

1910 11,814 11,717 11,083 11,435 2,933 2,963 51,945
1920 12,759 12,660 9,852 10,455 4,457 4,461 54,674
1930 15,606 15,717 11,005 11,779 6,238 6,167 66,512

Table 2: Population of Robeson County, North Carolina based on the United States Census
for 1940.

Year Males Females White Black Indian Total
1940 38,022 38,838 34,658 25,573 16,629 76,%0

Based on the death certificates, there were a total of 334 homicides in Robeson County from
1916 to 1941. Table 3 shows the race and sex of victims of homicides and separates homicides
into murders, accidents, and suicides.
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Table 3: Race and Seof Homicide Victim in Robeson, County, North Carolina from 1916
to 1941.

Race/Sex Murder Accident Suicide Total
Black Male 86 9 3 98
White Male 49 21 26 96
Indian Male 69 5 5 79
Black Female 20 5 1 26
White Female 8 3 8 19
“There  |ndian Female 10 4 1 15 was an
Total 242 47 44 333

additional male homicide victim, but no race was recorded. One of the murders involved the
death of a man in 1938 with the underlying cause liageMustard Gas that he inhaled during
WWI. Two of the listed murders involved white males killed by law enforcement, two black
males killed by law enforcement, two Indian males killed in different years during a raid on their
stills. One white male polcofficer was killed and included.

When the accident and suicide categories are combined for each of the six race/sex
classifications and then compared to the number of homicides, the following percentages were
calculated: for both black males and Indmales, the combined number was 14% of the
murders; for black females, 30%; Indian females, 50%; white males, 96%, and white females,
140%.

Homicide Rate of Victims based on Race and Sex

In Table 4, the homicide rate for victims was calculated by usinge@nblocks: 1916 to 1925

and 1926 to 1936 and the census numbers for 1920 and 1930. The ten years of homicides were
added together and then divided by ten to calculate an average. That was then factored into the
population to provide a rate per 100000

Table 4: The homicide rate of victims for ten year periods based on race and sex; and the
total homicide rate for Robeson County.

Years WM WF BM BF IM IF Total
1916 to 1925 9 2 21 5 38 2 10
1926 to 1936 12 2 24 9 45 13 14

In Table 5, six years afata was collected from 1937 to 1941. Rates were calculated per 100,000
based on that data.

Table 5: The homicide rate of victims for six years based on race; and the total homicide
rate for Robeson County.

23



Years Whites Blacks Indians Total
1937 to 1941 11.4 30 24 20

Discussion

The number of accidents and suicides stayed relatively the same from 1916 to 1941 while the
murder rate significantly increased. From 1916 to 1925, the homicide rate of white male victims
was less than a third of the black meailetims rate and the black male rate was just over half of

the Indian male homicide rate. From 1926 to 1936, the homicide rate of white male victims was
half the black male victims rate and the black male rate again was just over half of the Indian
male ate.

From 1916 to 1925, the white female victim homicide rate was the same as the Indian female
rate. Inthe next ten year period, the Indian female victim rate was over six times the white
female victim rate.
It would appear, based on the years studleat, Robeson County does deserve its reputation as a
violent place to live. It is probable that the Indian male victim rate of homicide has been high
since records were kept beginning in 1916.
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History of Offender Profiling: The Role of Criminologists, Psychologists,
Consulting Detectives, Medical Examiners, Forensic Experts, and the FBI

Is it not known that every deed is an outcome of the total character of thelsden®t considered that the deed

and the character are correlative concepts, and that the character by means of which the deed is to be established

cannot be inferred from the deed alone?
--Hans Gross, Criminal Investigation, 1934, pp.55.
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ABSTRACT
The study of offender profiling compels individuals to understand it in spite of the filters
provided by enormously popular televisisimows, such aSSI|, NYPD Blue Millennium,
Profiler, Law and OrderMissing without a TraceandCracker These shows have produced
myths that are accepted not only as factually true, but have provided eager students with a

skewed view of the realitespfur sui ng a profession in fAprofild.i
origin of profiling, the function of profiling has been around for over 100 years, but calling that

function Acriminal or psychol ogical eprmd@fliblsi ng
Behavior al Science Unit in the mid 197006s beg

practical uses of criminal personality profiling.

Offender profiling has evolved over the past 100 years. The terminology, definitions, and
approaches tprofiling have also evolved. A look at the history and origin of offender profiling
provides a basis for the questions, concerns, and research that develop out of profiling methods.
History of Offender Profilingexamines the origin and history of offengeofiling. It highlights
examples of profiles of key cases from th& a8d 20" centuries, including profiles of Jack the
Ripper, Peter Kurten, Adolph Hitler, the Mad Bomber, and the Boston Strangler. Authors
Kristen Welch and Robert Keppel describe dontributions and the role of criminologists,
psychologists, consulting detectives, medical examiners, forensic experts, and the FBI in the
creation and evolution of modern profiling practices.

Despite claims that offender profiling has a relativelyrshistory, there is clear and
convincing evidence of early attempts at profiling in the nineteenth century. Historical
references to criminal profiling techniques can be traced back to e&rbeBtury profiles of the
Boston Strangler and the Mad Bomlsy Dr. James Brussel, the personality profile of Adolph
Hitler constructed by Dr. Walter Langer, and the 1930 profile of the sadistic Vampire of
Disseldorf. A look at the ¥&entury provides several examples of offender profiling including
profiles canstructed by medical examiners Joseph Bell and Thomas Bond. An examination of the
late 18" century and the 19century also reveals profiles based on the work of early
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investigators, consulting detectives, and practitioners such as Hans Gross, Fratomomsand

Sir Arthur Conan Doyle. In addition, profiling has roots in criminology, including the work of

criminal anthropologists Cesare Lombroso, and Ernst Kretschmer. While early criminologists
posited the ideal that criminal psychology could be idiextiby physical characteristics, early
practitioners made the connection between cri
psychological makeup.

The use of profiling as an investigative tool by detectives, investigative consultants, and
the FBI haggarnered a great deal of attention in recent years. Profiling has become the focus of
more than speculation, prompting research and a body of literature, as well as the true crime
shows, fictional narratives, and movies. Little attention, however, Inésred on the origin of
the investigative technique known as offender profiling with researchers typically only touching
on the subject briefly in a paragraph or two at the beginning of their publications. This paper
summarizes the history of criminal fitmg techniques and chronicles early profiling efforts in
an attempt to add to the general understanding of these techniques.

INTRODUCTION
The study of offender profiling compels us to understand it in spite of the filters provided
by enormously populaelevision shows, such as CSI, Profiler, Law and Order, Missing without
a Trace, and Cracker. These shows have produced myths that are accepted not only as factually
true, but have provided eager students with a skewed view of the realities of pursuing a

profession in 66profilingéd6é. When one | ooks b
profiling has been around for over 100 years,
psychol ogi cal profilingdd di d BebdvioralScence i n th
Unit in the mid 19706s began training | ocal I

criminal personality profiling.

DEFINITION OF OFFENDER PROFILING

There is a growing body of profiling literature on the various forms of lprgfi
commonly used today, including investigative profiling, psychological profiling, psychiatric
profiling, criminal profiling from crime scene analysis, and geographical profiling. As modern
profiling techniques have evolved, so has the terminologypidice used by law enforcement
to identify suspects in unsolved crimes from crime scene characteristics has had several different
names throughout history in addition to offender profiling, including: Applied Criminology,
Psychological Profiling, Crim&cene Analysis, Crime Assessment, Crime Scene Assessment,
Criminal Profiling, Criminal Personality Profiling, Criminal Investigative Analysis, Investigative
Psychology, and Investigative Criminology.

For the purposes of clarity, the term offender profitng d Howar d Tet onds (
definition of this technique provided in The Encyclopedia of Police Science and used by the
FBI 6s Behavior al Science Unit, wildl be adopte
depicted as the father of modern profilinghteti qu e s , describes offender
of identifying the perpetrator of a crime based on an analysis of the nature of the offense and the
manner in which it was committedodd (Tet on, 19
offender profilingis that the crime and the crime scene reflect the habits and personality of the
offender. Correspondingly, in The Police Dictionary and Encyclopedia, author John J. Faye
provides the following definition of profiling:
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Psychological profile: a descriptiai the personality and characteristics of an
individual based on an analysis of acts committed by the individual. The
description may include age, race, sex, socioeconomic and marital status,
educational level, arrest history, location of residence vel#ati the scene of the

act, and certain personality traits. A profile is based on characteristic patterns of
uniqueness that distinguish certain individuals from the general population.
Regarding criminal acts, patterns are deduced from thoughtful anaflysis
wounds, weapon used, cause of death, position of the body. (1988: pp72)1

Vernon Geberth (1981) defines a psychol ogi
provide investigative agencies with specific information as to the type of individual who
commi tted a certain crimedd (p. 46). Similar]l
describe the psychological profile as the ide
characteristics of an individual based upon an analysisafthée mes he or she has
(p. 405). The basic assumption of a psychological profile is that the crime scene reflects the
personality and thoughts of the offender (Holmes & Holmes, 1998).The origin of the term
profiling in reference to investigatitechniques is unclear. The actual practice of criminal
profiling precedes the use of the term. The Oxford English Dictionary (OED) (2004) cites the
earliest use of term profiling in an 1888 article in Scribners magazine by W.P.P. Longfellow
entitled One ofhe Secrets of Good Profiling, in reference to the physical drawing of profiles.
The OED also provides the following definition of the more modern technique of offender
profiling:

Profiling (vbl. n): orig. and chiefly U.S. a. The recording, itemizat@mmnalysis

of a personds known psychological, intelle
esp. as documentation used (in schools, businesses, etc.) in the assessment of an
individual 6s capabilities; (also) the comp

information and that can be used to identify any particulaigsabp of people.
(Oxford English Dictionary, 2004)

The word profile may be traced back even e
representations in which places or objects are stimwma side view (Oxford English
Dictionary, 2004). In all likelihood the use of the word profiling to apply to investigative
techniques has grown out the use of profiles
and histories. The use of the nd@rofiling to describe the current investigative technique may
have evolved from the 1734 use of the word profile to illustrate the compilation of a biographical
sketch or character study as exemplifmnAtd by R
(Oxford English Dictionary, 2004). This is evidenced in the OED (2005) definition:

Profile: (n.)b. A biographical sketch or character study (common in journalistic

use since 1920); a summary description or report. Individuals have been

compositngulnat became popularly known as O66prof
writers, and famous figures for at least 200 years (Oxford English Dictionary,

2005).
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The process of developing a report or a de
crime sceneharacteristics would appear to be quite similar to the traditional definition of a
profile as a biographical sketch of a personbo
is probably the strongest link to the modern use of the word profdirdentify the personality
or psychological profile of individuals. Similarly, Special Agent Russell Vorpagel (1982), as a
member of the FBI &ds Behavioral Sciences Uni t,
behavioral patterns, trends, andtendci es 66 (p. 156) of an offender
and Crime Scene Behavioral Analysis: Painting Psychological Profiles: Charlatanism, Charisma,
or a New Science?

HISTORICAL BACKGROUND

The use of profiling as an investigative tool by detectivesstigative consultants, and
the FBI has garnered a great deal of attention in recent years. Profiling has become the focus of
more than speculation, prompting research and a body of literature, as well as the true crime
shows, fictional narratives, andowies. Little attention, however, has centered on the origin of
the investigative technique known as offender profiling with researchers typically only touching
on the subject briefly in a paragraph or two at the beginning of their publications.

Much of the credit for the development and evolution of offender profiling as a legitimate law
enforcement tool has been given to the FBI. However, many in the field cite earlier examples of
profiling techniques, pointing to Dr. James Brussels 1956 profile of tlieBdenber (Douglas,

et al., 1986; Oremod, 1996) and Dr. Thomas Bo
2004). In addition, many criminologists and criminal justice professionals acknowledge the work

of early criminal anthropologists Jacob Fries, &ed.ombroso, and Ernst Kretschmer as early
contributors to profiling techniques (Douglas et al., 1986, Ressler et al., 1986).

In Psychological Services for Law Enforcement, Theodore Blau (1994) reports examples
of early profiling efforts similar to modertechniques in the beginning of the 19th century in the
field of criminal anthropology. Similarly, former FBI Special Agent Howard Teton (1995),
reports references in criminology |iterature
(p. 476). ®veral researchers have traced the origin of profiling to leading criminologists from
the 19th and early 20th century (Blau, 1994; Brussel, 1968; Ressler & Shachtman, 1992; Teton,
1995). Criminal anthropology was a leading field in criminology in the dritates from 1881
to 1911 (Henry & Einstadter, 1998), however criminal anthropology worldwide had an even

earlier history. For example, Jacob Fries, wh
criminology to relate the nature of crimetothepemsa |l i ty of the individual
on criminal anthropology in 1820 (Teton, 1995, p. 476).

Criminal anthropology is defined as 66t he
human physical characteri st i,p $843)aThabasicipremisen al i t

of criminal anthropology is that the worst criminals are atavists, or genetic throwbacks from an
earlier evolution, and are anatomically or physically different than other individuals (Henry &
Einstadter, 1998; Lanier & Henr2004; Schmalleger, 2004). The leading criminologists in the

field of criminal anthropology in the 19th and early 20th century argued that physical
characteristics of offenders are linked to their criminal actions, that those who are criminal are
genetic thowbacks in their physiology, thinking, and actions. In one of the first published works

on criminal anthropology, Anatomical Studies upon Brains of Criminals, author Moriz Benedikt
(1811) argued that the brains of criminals significantly deviated from the ma | and that
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acts, thinks, feels, desires, and acts according to the anatomical construction and physiological
devel opment of his braindédd (p. vVvii,; Henry & E

The idea that criminals were physically and mentally distinct from kadiray
individuals (Dugdale, 1877; Hooten, 1939; Lombroso, 1876;LombFescero, 1911; Talbot,

1898) was expanded on to include the belief that different types of criminals, those who commit
different categories of crimes, are also physically differemhfeach other. This led to different
profiles of criminals from the atavistic born criminal to the gentleman or normal criminal (Boeis,
1893; Henry & Einstadter, 1998; LombreBerrero, 1911; Parson, 1911) and included

distinctions for murderers and thiev@.ombroseFerrero, 1911; Schmalleger, 2004). Cesare
Lombroso and Ernst Kretschmer were two of the leaders in creating typologies and profiles of
criminals that are most frequently credited for inspiring contemporary profiling of criminals
(Blau, 1994; Bussel, 1968; Ressler & Shachtman, 1992; Teton, 1995). In fact, some scholars
and practitioners contend that early c¢criminol
physical characteristics attributed to criminality are the precursors to modermgrofili

techniques. Some modern profilers have credited their work in the field to these criminologists
(Brussel, 1968; Ressler & Shachtman, 1992; Teton, 1995).

Robert Ressler points to the work of Ernst Kretschmer as an influence in the profiles he
construct§Ressler & Shachtman, 1992). Similarly, Dr. James Brussel (1968) credits Kretschmer
for influencing the development of his profiles he constructed. Brussel incorporated physical
characteristics into his profiles based on the idea that certain mentalénesre associated
with specific physical builds. This idea was directly descended from earlier criminologists,

including Kretschmer. Kretschmer was a propon
criminality by ref er gandies, ot eatermafobservadlephysiéal body t
characteristicsé66 (Schmalleger, 2004). Kretsc

that a high correlation existed between body type, personality type, and criminality.

The research of criminologist B8t Kretschmer played a role in the history profiling and
influenced modern profilers, by its emphasis on the use of body types to identify offenders. In
fact, Dr. James Brussel contends that he based his famous profile of the Mad Bomber in 1957 on
Kretscmer 6 s wor k (Brussel, 1968, p. 33). Based o
t he Mad Bomber was suffering from paranoi a. K
mental hospitals indicated that 85% of patients suffering with paranoiafiaticabody types,
which lead Brussel to conclude that the Mad Bomber most likely had a symmetrical build
(Brussel, 1968, pp. 333). While many believe the research of Lombroso and Kretschmer is
dubious and unfounded at best, the underlying idea thedatkastics of criminals can be
classified to develop a list of traits that may lead to the identification of an offender has lead
some experts to believe that Lombroso and Kretschmer contributed to what modern profiling is
today.

The story of 19th centurserial killer Jack the Ripper has inspired countless books and
movies. It has grabbed the attention of investigators and the public for over 100 years,
captivating the imagination and motivating a number of historical investigations into the
unsolved murdrs. Today, the public is still enthralled with serial murders and this fascination
has grown to include profiling techniques, as well as modern profilers (Keppel, Weis, Brown &
Welch, 2005). It is not surprising, therefore, to find that some of the sddiewn written
profiles were developed in the investigation of a serial killer. Unlike the heroes and heroines in
modern movies however, the 19th century profi
century profilers typically relied moreonicme scene details and inforn
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stars are portrayed with seemingly psychic powers that are almost infallible. In addition, the
profilers of the 18 century were typically medical examiners and forensic detectives, whose
pr of i | wrapugthedinvastigation neatly with a validation of their work in the
apprehension of the suspect. The following sections illustrate the profiling efforts in the 19th
century by medical examiners and forensic detectives.

With the release of Scotland Y&*¢ home office files on the J
the |l ate 19906s, came the earliest known prof
Bond, a coroner for the Crown, submitted a letter to Scotland Yard following the murder of Mary
Jane Kellypursuant to a request for his opinion considering the murders of several women in the
Whitechapel area of London. Based on his observations of the Kelly murder scene and his
subsequent autopsy of her, Dr. Bond provided characteristics about the lalletter to the
Home Office dated 14 November 1888, including the following profile of the murderer,
commonly referred to as Jack the Ripper:

A All five murders were no doubt committed by the same hand.

A In each case the mutilation was inflicted by a pensho had no scientific nor
anatomical knowledge. In my opinion he does not even possess the technical knowledge
of a butcher or horse slaughterer or any person accustomed to cutting up dead animals.

A The murderer must have been a man of physical strangtlof great coolness and
daring. There is no evidence that he had an accomplice. He must in my opinion be a man
subject to periodical attacks of Homicidal and erotic mania. The character of the
mutilations indicate that the man may be in a conditionagxuhat may by called
satyriasis. It is of course possible that the Homicidal impulse my have developed from a
revengeful or brooding condition of the mind, or that Religious Mania may have been the
original disease, but | do not think either hypotheslgkely. The murderer in external
appearance is quite likely to be a quiet inoffensive looking man probably raigete
and neatly and respectively dressed. | think he much be in the habit of wearing a cloak or
overcoat or he could hardly have escapatite in the streets if the blood on his hands or
clothes were visible.

A Assuming the murderer to be such a person as | have just described he would probably be
solitary and eccentric in his habits, also he is most likely to be a man without regular
occupaion, but with some small income or pension. He is possibly living among
respectable persons who have some knowledge of his character and habits and who may
have grounds for suspicion that he is not quite right in his mind at times. Such persons
would protably be unwilling to communicate suspicions to the Police for fear of trouble
or notoriety, whereas if there were a prospect of reward it might overcome their scruples.
(Evans & Skinner, 2001).

From this description of the perpetrator, the newspapertegparew erroneous
conclusions and broadcast their own misinformed theory. Some of the conclusions and theories
appear shocking and ludicrous today. The following comment was published in the Editorial
column of the Manchester Evening News on Tuesda)y @3v e mber 1888: 00By th
theory is again revived that the perpetrator of the Whitechapel murders is probably a woman
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suffering from religious maniab6édé (Evans & Ski
the profiles of serial killers dedoped today. It was based on evidence and information from the
crime scene and incorporating characteristics
surgeon and his knowledge of violent crimes and crime scenes. This profile meets the earlier
definition of profiling from the Oxford English Dictionary and the definition currently utilized

A

by the FBI . It certainly meets Howard Tetonoés
various aspects of a c¢r i mi nchdicé of achomgbsfaeyal i t y m
during, and after a criminal acto6dé (1995, p

Ripper cannot be determined since the Whitechapel murders were never solved, it still earns Dr.
Thomas Bond the title as the figgbofiler.

CONCLUSION

Despite claims that offender profiling has a relatively short history, there is clear and
convincing evidence of early attempts at profiling in the nineteenth century. While many credit
the FBI with the concept of offender profilingstorical references to criminal profiling
techniques can be traced back to early 20th century profiles of the Boston Strangler and the Mad
Bomber by Dr. James Brussel, the personality profile of Adolph Hitler constructed by Dr.
William Langer in 1943 anthe 1930 profile of the sadistic Vampire of Drusseldorf constructed
by Dr. Karl Berg. A look at the 19th century also provided examples of offender profiling
including the profiles of medical examiners Joseph Bell and Thomas Bond. The 19th century and
thelate 18th century also provided profiles based on the work of early investigators, consulting
detectives, and practitioners such as Hans Gross, Francois Vidocq, and Sir Arthur Conan Doyle.

Profiling has its early roots in criminology, including the woflcominal
anthropologists
Lombroso, and Kretschmer. Early criminologists posited the ideal that criminal psychology
could be identified by physical characteristics and early practitioners made the connection
bet ween cri me s cen e slityaml gsychdiogicaloniakewpnTdreugh®w@theg er s o
history of profiling, criminologists, psychiatrists, detectives, investigative consultants, scholars,
and researchers have contributed to todayds p
offender proiling cannot be easily pinpointed, it is clear that several individuals have played key
roles in its evolution in the past century.
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Discussion Notes.

Session 1. The History of Homicide and Homicide Investigation.
Moderator: Jay Corzine
Recorder: Victoria Titterington

Mass Legal Executions in the American WestPaul H. Blackman, Independence Institute and
Vance McLaughlin, Jacksonville State University.

Raand Chilton: Are there implications of your findings for the U.S. treatment of enemy
combatants.

Paul Blackman: Part of this is a question of seeing was as crime versus crime as war.

Vance McLaughlin: The last known case where this is illustratedheaSerman saboteur (as
related to the Trials at Guantanamo) . Frankl
these people killed. o Hi s attorney gener al r
government and Roosevelt were intent.

Dallas Drake: When legal governments are clashing, they might use mass legal executions as a
solution. Have you considered this, for example in Lebanon, where two governments are
competing?

Paul Blackman: There is some recent discussion/dispute lawhis plays itself out in civil

wars; in such cases, the two sides know each other and like each other but, because of the threat
ofcounte)c onf |l i ct, you have to completely annihil a
not completely comparable.

Al an DelLine: |l tds good to bring up the corre

Robeson County, North Carolina Homicides: 1916 to 194¥ance McLaughlin, Jacksonville
State University.

Dwayne Smith: In our research on capital juror compmsitRobeson County plays a prominent
role; addressing only the race/ethnicity of the suspect or victim is inadequate. We must also
reckon with the racial/ethnic composition of juries.

Vance McLaughlin: The race/ethnicity is sgléntified (as with albf us), which keeps us back
in the 19" century. We selfdentify and then adopt the characteristics and lifestyle of that group.

Dwayn Smith:

e I also i mportant to note th
t han ANative Ame

t 6s
ri can. o
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Darryl Roberts: It may also be noted that many Indian ships that came to Baltimore, including
large numbers of Lumbees who now live there.

Candice Batton: Did you get any sense of how many cases were incorrectly classified by the
medical examiners?

VanceMc Laughl i n: I didndt confirm it by |l ooking
is that the medical examiners did a good job; much better than UCR. Where we do often have a
problem is when children get killed and whether these are called hosai@ecidents.

Tom McEwen: Mike Maltz has done some research on this, the problems with UCR.

Marc Riedel: You get into this same problem in biostatistics records.

Vance McLaughlin: Regarding Candicedse quest.
categories of homicide were added to the death certificate form but the medical examiners did

not bother to fill them out.

Darryl Roberts: There are some recent papers/evidence that motor vehicle accidents are actually
suicides. Did you find many natvehicle accidents/deaths were individual persons in cars?

Vance McLaughlin: They had a motor vehicle accident classification but most had multiple
occupants in the cars.

Jay Corzine: Fl orida actually lordbgating cl assi fi

accidents), for example, an intoxicated driving a boat that results in a homicide.

History of Offender Profiling: The Role of Criminologists, Psychologists, Consulting
Detectives, Medical Examiners, Forensic Experts, and the FBKristen Welch Sam Houston
State University and Robert Keppel, Seattle University.

Marc Riedel: You mentioned VidocQ. or Comment Did he actually become a police official?
Kristen Welch: Yes. He was originally a criminal, a very skilled escape artist; he became a
police informant, in the development of the R

detectived and was successful in recruiting c

Marc Riedel: There is now an actual Vidocq Society. This is a small gifqugrsons who
provide assistance to the police.

Jami e Fox: I n Howard Tetonds research, t her e
distinguishing between organized and disorganized killing.

Kristen Welch: In another study (about 1983), 82 hgencies, only-1/2 percent found
profiling useful Most studies show that crime scene analysis is still a useful tool.
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Vance McLaughlin: One of the main problems in court is that many of the FBI agents who
testify are not from the Behavioral Sciendeit (BSU). The initial jury believes them, but, upon
appeal, this testimony does not hold up.

Kathleen Heide: Could you clarify the condition that was attributed to Jack the Ripper?

Kristen Welch: SatyriasisThis refers to an overactive or abnorme@kual appetite.

Tim Keen: What the BSU now uses is criminal
Was profiling useful to the witch hunters?

Kristen Welch: Yes,thesbpal | ed Awitch prickerso used profi
women includedhose who were midwives, those who had become Christians, those who were
considered loudmouthed, etc.

Gabrielle Salfati: ltds a good idea t-o give
fashioned police investigative work. Research byresmee Allson indicates that 80 percent of
information on profiling in court is unsubstantiated.

Kristen Wel ch: There are two reasons that |ju
a Anewo technique and ( 2fechtiquesis questionalle It Hasbeepn a n d
allowed and successfully upheld as expert testimony, however, when the expert refers to the
information as part of a crime scene analysis to show that cases are linked, via the modus

operandi and signature.

Mark Zel g : As a forensic psychol ogi st
thebest2dni nut es hi story of this subject
in the end, we want to avoid false negatives.

ve wri.t
ve ever

(o) N e

Kristen Welch: Again, this tool is welsuited to identifying possibilities, as an investigative tool
to identify suspects.
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Chapter Three:
Session 2: Continuity and Change in Homicide.

Moderator: Gary Jensen

Murder in the Kingdom of the Mouse: The Orlando Homicide Spike of 200506. Jay

Corzine, Lin HuHfCorzine, and Nicholas Libby, University of Central Florida.

Ten Years of NIBRS Reports and the Great American Crime DeclindRoland Chilton,
University of Massachusetfsmherst and Wendy Regoeczi, Cleveland Stateetsity.

Comparing Homicide in the Netherlands and EnglandPaul Smit, Ministry of
Justice/WODC; Katharina Gruenberg, Lancaster University; and Kim Kraaijenbrink, Ministry

of Justice/WODC.

Discussionrecordered by Chris Fisher
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Homicides in Orlando, ZID-2006:
A Descriptive Report

(in the program asMurder in the Kingdom of the Mouse: The Orlando Homicide Spike of
200506.)

Jay Corzine,

Lin Huff -Corzine,
And

Nicholas E. Libby

University of Central Florida

ABSTRACT

From 2005 to 2006, Orlando, FL mdhan doubled its number of murders and its murder rate.

This paper describes continuities and changes in the victims, suspects, and circumstances for

Orl ando murders from 2000 through 2006. We sh
primarily due toan increase in robbery homicides. Additionally, there was a trend toward

younger suspects than accompanied the increased level of homicides.

This report provides a description of homicitesthe City of Orlando, Florida, with a
focus on calendar ye2006. Although the impetus for this report is the sharp rise in the number
of Orlando homicides beginning during the last half of 2005 and extending into 2006, numbers
for earlier years, beginning with 2000, are included for comparative purposes. nigribthiere
are changes in the characteristics of 2006 murders from the recent pattern in Orlando may
provide important insights about the reason(s) for the spike in homicides. Therefore, the tables
and figures in this report are organized to presentardaia for the years 2000 through 2006.

Data for this report were provided by the Orlando Police Department (OPD) and are
current as of January 2, 2007. Itis very likely that some changes in the data will occur during
the next several months. The cbas will primarily result from additional suspects being
identified by OPD and the clearaAaé currently open cases through arrests or other means.

OPD data for each incident provide all known information about the homicide incidents,
including the datelocation; sex, race, and age of each victim; sex, race, and age of each suspect;
the method of killing; the motive for the killing; and the case disposition. The numbers of
victims and suspects in the file differs; specifically, there are 163 victichd @6 suspects or
potential suspects. In some cases, a suspect has not been identified, and the actual number may
be higher than 196 if multiple suspects are later identified for a homicide. The greater number
of suspects than victims reflects the nadilbpattern, that is, it is more likely for there to be
multiple offenders than multiple victims in a homicide case. In fact, there have been three
homicide cases with multiple victims (two in each case) and 19 cases with multiple suspects
(from two to sx) from 2000 through 2006 in Orlando. It is also important to note that
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demographic information, i.e., age, sex, and race, will be more complete for victims than for
offenders because, in most cases, these characteristics will be known as soon asthayeoli
made a positive identification of the victim. On the other hand, suspects are sometimes not
identified for weeks or months after a murder and, in some cases, they are never identified.
Therefore, the demographic characteristics for a signifipartentage of suspects in 2006 cases
remain unknown at this time. Similarly, it is too soon to calculate a final clearance rate for 2006
homicide cases. Although many serious crimes, including murders, are cleared within a few
hours or days after theicourrence, many criminal cases require a substantially longer period of
time before the police are able to clear a case. And, some cases are not cleared.

From January 1, 2000, through December 31, 2006, there were 160 separate homicide
incidents with a total of 163 victims known to the Orlando Police Department.

Annual Trends in Murder

As shown in Table 1 and Figure 1, the annual number of homicides for the City of
Orlando had been relatively stable for several years preceding Z8@&ity had between 16
and 22 murder victims for the six years between 2000 and 2005, with the 49 homicides in 2006
representing a dramatic increase in the number of victims. Although this increase coincides with
a rapid rise in the population of Orlan@®06 also marked a major increase in the homicide rate,

a measurement that controls for differences in population. With a census population of 185,951

in 2000, Orlandob6és homicide rate for that yea
increased sigficantly to an estimated 213,223 in 2005, the homicide rate for 2006 is 22.98,

while that for 2005 was 10.31. Of course, all cities see annual fluctuations in crime levels, but a
doubling of the homicide rate in one year is very unusual for a citygesda Orlando. Itis

clear that one or more factors that affect homicides changed in the city. For comparative

purposes, the United States homicide rate for 2005 was 5.9, while that for the State of Florida

was 5.0. The average homicide rate for citvél a populations between 100,000 and 249,999

was 8.2, and that for cities with populations between 250,000 and 499,999 was 12.9.

Although it is obscured by the presentation of data by calendar years in Table 1, the
recent increase in homicides actydlegan in the second half of 2005. More specifically, during
the first six months of 2005, there were seven homicide victims in the City of Orlando, with an
increase to 15 during the last six months of the year. The number of homicides doubled to 30 i
the first six months of 2006, with another 19 occurring after the first of July. Overall, these
numbers underscore that the widespread public perception of an increase in Orlando homicides
that began in early 2006 reflected realiBlthough there havbeen other periods with increased
homicides in Orlando since the beginning of the decade, neither their duration nor intensity were
of the same magnitude. Importantly, the number of homicides in 2006 dropped significantly in
the last six months of the ge Although other factors may have played a role in this decline, on
the basis of what is currently known, OPD6s O
the deployment of patrol tactical squads by OPD in September are the most likely explanations
for this decline.

Suspect Demographics

Race. The race of suspects is detailed in Table 2 and Figure 2. Consistent with the race
of victims, Blacks are over represented among homicide suspects in relation to their numbers in
the Orlando populationThe percentage of Black offenders in 2006 murders, however, is similar
to most previous years since 2000.

40



Sex. Table 3 and Figure 3 present data on the sex composition of homicide suspects.
Only seven of 157 suspects for whom sex is known are womes.sfiduld not be surprising.
Although the percentage of women among homicide suspects in Orlando is less than the national
average, males are strongly over represented among persons who kill others, both in the United
States and other nations.

Age. Talte 4 and Figure 4 clearly show that the majority of murder suspects in Orlando
are in the two youngest age groups. Specifically, 65% of the suspects from 2000 through 2006
are between the ages o8B0 (the youngest suspect during this period is a 13oldar This
percentage is 76% for 2006, however, and it is alarming that 18 of 46, or 39%, of suspects for
2006 are 20 and youngeAlthough the percentage in this age group for 2006 is comparable to
that for 2000, it is significantly higher than compdeafumbers for more recent years.

It should be noted that the over representation of persons 20 and under as suspects in
2006 reflects, in part, the greater involvement of this age group in incidents with multiple
suspects. Specifically, the 18 susp@atse involved in nine separate incidents in 2006, and it is
more likely that homicides involving persons 30 and under will involve multiple perpetrators.
But the nine incidents compare with two in 2005 and four in 2004 committed by persons 20 and
under. The violence committed by younger people in Orlasidould behe focus of additional
research The involvement of at least 18 people under the age of 21 in 2006 murders is a cause
for major concern for the police and the larger Orlando community. iAddity, 12 of the
suspects between the ages of 21 and 30 are age 25 and under.

Victim Demographics

Race. Victimsd race is displayed in Table
2000, 62% of the murder victims in Orlando have been Blaokpared to an estimated 26.85%
of the city population that was Black in 2000. These findings reflect national figures that show
an over representation of Blacks among murder victims. Although the table includes separate
figures for Whites and Hispanidahiese data are should be interpreted with caution for years prior
to 2006. Visual inspection of the OPD data identified some male victims with Hispanic
surnames, but who were listed as White. Consultation with homicide detectives familiar with
specific @ases may be required before a valid identification of these individuals as White or
Hispanic can be made. The same limitation applies to the race of suspects reported above.

Sex. Inthe United States, men are over represented among homicide victimst and,
surprisingly, the same is true for the City of Orlando. As indicated in Table 6 and Figure 6,
approximately threéourths (77.8%) of victims are male.

Age. Table 7 and Figure 7 report the distribution of homicide victims grouped by age.
Approximately onehalf of homicide victims are found in the two youngest groups comprising
persons 30 and younger. As with victimbs rac
age distribution of victims from 2000 onward.

Weapons

Table 8 and Figur8 include data on the weapons used in Orlando homicides from 2000
through 2006. AUnar med/ Personal 6 is used to
kicking, or choking. ABl unt objectsoerrefer t

object that is used as a club. Reflecting the pattern for the United States, the majority of murders
in Orlando (71.2% for the seven years combined) are committed with guns. The percentage of
2006 homicides committed with firearms is similar to othesarg since 2000, so there is no

41



indication that the murder spike in 2006 reflected an increased use of firearms in robberies and
other crimes. Whether there was an increase in the availability of illegal firearms or more lethal
firearms, e.g., higher céker guns, cannot be determined with available data but is a question
worthy of further attention.

It is noteworthy that the percentage of guns used as murder weapons in Orlando murders
is higher than the national average. There are annual fluctuatiprisrtihe past several years,
between 60 and 65 percent of all homicides in the United States are committed with firearms,
with the corresponding statistic for Orlando being several percentage points higher.

Motives

Table 9 and Figure 9 detail the ma@s/for Orlando murders from 2000 on. Overall, the
most common motives have been robberies (37.9%), arguments/disputes/ fights (14.3%), and
domestic violence situations (19.3%). When interpreting the numbers in this table, however, it is
important to remmber that many murders have complex motives or circumstances that cannot
be adequately represented by a single category. For example, a homicide resulting from an
argument over drugs will typically beidel assi f
resulting from the robbery of a drug dealer w
indicated by these two examples, it is important to note that Table 9 under estimates the role of
illegal drugs and drug dealing in Orlando murders. Datammivn indicate that, in 2006, 79.6%
of the homicides in the City of Orlando were dmegpted’

An important change from 2005 to 2006 is the increase in both the number of murders
associated with robberies, from four to 12, and their percentage athongders, from 19% to
34.3%. The preliminary analysis supports the conclusion that an increase in killings during
robberies is one of the factors behind the recent murder spike in Orlando. On the other hand, it is
certainly not the only factor. Thengentage of murders during robberies was higher in both
2000 and 2001 than in 2006.

For the other major motives, arguments/fights/disputes increased from zero incidents
during the previous two years to ten in 2006. It is problematic that a city withudagion of
over 200,000 would have no murders linked to arguments for two years, and we will check with
OPD to determine if there was a change in coding procedures. The percentage of domestic
homicides is at its low point, with only 9% of homicides i®@®alling into the category.

Clearances

The disposition of homicide cases by year is shown in Table 10 and Figure 10. A total of
68. 1% of murders from 2000 through 2006 have
record compares very favorablyttvinational data for murder clearances. In 2005, 62.1% of
murders nationwide and 54.5% of murders in cities with populations of 250,000 to 499,999 were
cleared (Federal Bureau of Investigation, 2004). Although Orlando clearances were below the
ci t yéngearsaerage in 2005, 68% of 2006 homicide cases have been cleared, and this
number will most likely increase as OPD has more time to work open cases.
Future Steps

First, we are currently analyzing the location of Orlando homicides in relationship to
weapon used, motives, and other characteristics. Along these lines, we have recently obtained
the sector designations used by OPD to record the location of criminal cases. This will be an
important step, especially for increasing our understanding ofyelsan murder patterns that are
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linked to specific neighborhoods. Within the limits imposed by the data, we will provide
answers to questions from OPD, the Mayoroés Sa
Second, we will investigate the possibility of obtaghadditional information from the
OPD about homicide incidents that are not routinely collected as part of the United Crime
Reports. Reflecting the predominance of firearms among murder weapons in Orlando, variables
of particular interest include thelit®er of crime guns, their origin, and their legal status.
For homicide victims killed by firearms, the location of the bullet wound(s) is also
i mportant in determining the offenderés motiyv
wounds aremorethi cati ve of an fAexecutiono in which t
victim, rather than an unplanned confrontation that turned deadly. As a final suggestion, the
relationship between the victim(s) and suspec
backgrounds and criminal histories, especially prior arrest(s) for drug offenses, are important
pieces of information in understanding the past histories of persons who are more likely to
become involved in homicides in Orlando. This information mayertmeful in designing
intervention programs targeted toward specific demographic segments of the population.
Third, we recommend the establishment of an ongoing project to monitor homicides and
perhaps other violent crimes in the City of Orlando with@kando Police Department and the
Sociology Department at the University of Central Florida as primary partners. OPD would
provide data and periodic consultations with UCF researchers. Faculty and advanced graduate
students at UCF would maintain antgpdate data set, analyze the data for trends, conduct
analyses for OPD and other city agencies, and issue an annual report. In addition to providing
periodic information on the nature of violent crime in Orlando and information to the OPD, it is
hoped thathis project could identify future murder spikes in their beginning stages to allow for
early intervention and rapid reduction. The apparent success of OPD strategies, i.e., Operation
Felony Focus and the deployment of the tactical squads, to redueee¢héincrease in murders
underscores that an early response is essential.

Footnotes
1. I n this report, the term Ahomicideo is us
nonnegligent mansl| aught er .homicldes s weli ad @iminal ones.l ud e |

2. A criminal case is cleared when (1) the suspect has been arrested, (2) the suspect has died, or

(3) the homicide has been ruled as justifiable.

3. The estimated resident population of Orlando is between 100,0@29899, but the
University of Floridaés Bureau of Economic an
service population as 320,000, placing it in the next higher category of cities used by the Federal
Bureau of Investigation. Use of the servicpylation is generally preferable to the resident

population for the comparisons made in this report.

4 . A homicide -“isl gatadsdiiffi edheaspmeciugi tating ¢
drugs or if the victim(s) and/or suspect(s) have crahimstories involving drugs.

Reference

Federal Bureau of Investigation (2006). Crime in the United States, 2005.
Washington, D.C.: U. S. Government Printing Office.
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Table 1: Number of Homicide Victims by Year

Cumulative
Frequencyl] Percent | Valid Percen  Percent

2000 21 12.9 12.9 12.9
2001 17 10.4 10.4 23.3
2002 16 9.8 9.8 33.1
2003 21 12.9 12.9 46.0
2004 17 10.4 10.4 56.4
2005 22 13.5 13.5 69.9
2006 49 30.1 30.1 100.0
Total 163 100.0 100.0
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Figure 1: Number of Homicide Victims by Year
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Table 2: Suspect Race by Year

Year of killing Total
2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006
Suspect | White Count 4 6 2 5 3 3 5 28
Race
—
(f; mﬁ?}'{; Year [ 1600 31.6%| 16.7%| 20.0%| 18.8%| 23.1%| 10.4%| 17.7%
Black Count 19 ) 10 15 13 10 38 113
—
Cf]: mﬁ?ﬁg Year [ 7600 42.1%| 833%| 60.0%| 81.3%| 76.9%| 79.20 71.5%
Hispanic | Count 2 5 0 5 0 0 5 17
—
(ff) KYH.'%'S vear | gow| 26.3%  .0%| 200%| 0% .0%| 104%| 10.8%
Total Count 25 19 12 25 16 13 48 158
——
féﬁﬂﬁ?{; Year [ 100.0%| 100.0%| 100.0%| 100.0%| 100.0%| 100.0%| 100.0%| 100.0%
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Figure 2: Suspect Race by Year
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Table 3: Suspect Sex by Year

Year of killing Total
2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006

ggipe"t Male | Count 24 18 12 22 16 13 45 150
—

k/;’”}’x';h'” vearoft  gs 00|  94.79%| 100.0%| 88.09%| 100.0%| 100.0%| 95.7%| 95.5%

Female | Count 1 1 0 3 0 0 > 7
—

k/i"”}’;]’gh'”Yeamf 4.0%|  5.3% 0%|  12.0% 0% 0%| 43wl 45%

Total Count 25 19 12 25 16 13 47 157
—

k/i"”}’;]’gh'” Yearoft 150 006 100.09%| 100.0%| 100.0%| 100.0%| 100.0%| 100.0%| 100.0%
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Figure 3: Suspect Sex by Year
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Table 4: Suspect Age Group by Year

Year of killing
2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | Total
Suspect | 0-20 years | Count 9 6 1 3 4 2 18 43
P ~ount_
9 %6 within Year of 36.0%| 31.6%| 83%w| 13.6%| 2500 18.2%| 39.1%| 285%
Group killing
21-30 years| Count 10 9 7 12 10 5 17 70
Zount_
k/;’”mgh'” Yeaof 40.0%| 47.4%| 583%| 5450 625w 455%| 37.00 46.4%
31-40 years| Count 2 0 1 4 1 1 4 13
Zount_
k/;’”mgh'” Year of 8.0% 0%| 8.3%| 1820 63w 9.1%| 87w s.6%
41-50 years] Count 4 2 3 2 1 1 3 16
Zount_
k/;’”mgh'” vearof | 9500 105%| 25.0%| < 91%| 63w 9.1%| 65%| 10.6%
51-60 years| Count 0 1 0 0 0 2 2 5
Zount_
k/;’”}’xgh'” Year of 0%|  5.3% 0% 0% 0%| 182%| 43%| 3.3%
61-70 years| Count 0 0 0 1 0 0 1 2
Zount_
k/;’”}’xgh'” Year of 0% 0% 0%|  4.5% 0% 0%| 220  1.3%
70-h | Count 0 1 0 0 0 0 0 1
years ‘ll/F’”W“hi” Year of 0%| 5.3% 0% 0% 0% 0% 0% 7%
illing
22 Count 0 0 0 0 0 0 1 1
~ount_
lﬁ’”}’xgh'” Year of 0% 0% 0% 0% 0% 0%|  2.2% 7%
Total Count 25 19 12 22 16 11 76 151
~ount_
lﬁ’”}’xgh'” vearof | 160006 100.0%| 100.0% 100.09%| 100.0%| 100.09%| 100.0%| 100.0%
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Figure 4: Suspect Age by Year
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Table 5: Victim Race by Year

Year of killing Total
2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006
Victim | White Count 7 8 6 5 6 5 14 51
Race
—
g;j mﬁﬂ'g Year | ac ol 47.1%| 37.5%| 23.8%| 35.3%| 22.7%| 28.6%| 31.5%
Black Count 12 7 9 14 11 17 30 100
—
o/;’ mf.ﬁ';' Year | go.0m| 41.20| 56.3%| 66.7%| 64.7%| 77.3%| 6120 61.7%
Hispanic | Count 1 5 1 1 0 0 5 10
—
(f]f mm‘g Year 50%| 11.8%| 6.3%| 4.8% 0% 0%| 1020 6.2%
Asian Count 0 0 0 1 0 0 0 1
—
6 within Year 0% 0% 0%l  4.8% 0% 0% 0% 6%
of killing
Towl Count 20 17 16 21 17 22 49 162
S
(ﬁmmg Year | 160.00 100.0%| 100.0%| 100.0%| 100.0%| 100.0%| 100.0%| 100.0%
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Figure 5: Victim Race by Year
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Table 6: Victim Sex by Year

Year of killing Total
2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006

\S/g’)t('m Male | Count 13 11 13 17 13 18 41 126
—

k/f”}’xgh'”Yeamf 65.0%| 64.7%| 81.3%| 81.0%| 765%| 81.8%| 83.7% 77.8%

Female | Count 7 6 3 4 4 4 8 36
—

k/;’”}’xgh'” vearoft 3000l 35306 18.8%| 19.006] 2350 18206 16.3%| 22.20%

Total Count 20 17 16 21 17 22 49 162
—

k/;’”}’xgh'” vearoft 146006 100.00| 100.0%| 100.09%| 100.09% 100.0% 100.0%| 100.0%
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Figure 6: Victim Sex by Year

30—

404

30+

Count

2000 2001 2002 2003 2004 2005 2006
Year of killing

55

Yictim Sex

.Male
Bl Female



Table 7: Victim Age Group by Year

Year of killing
2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | Total

Victim | 0-20 years | Count 3 5 1 5 5 2 9 30
g?gup f(/i"”}’xghi” vearof | 1500 31.3%| 6.3%| 238%| 204%| 95%| 18.8%| 18.9%
21-30 years| Count 7 3 4 6 5 7 16 48
(ll/i"”}’;]’ghi“ Year of 35.0%| 18.8%| 25.0%| 28.6%| 29.4%| 33.3%| 33.3%| 30.2%

31-40 years| Count 4 5 6 2 3 5 8 33
(ll/i"”}’;]’ghi“ vearof | 5000 31.3%| 37.5%| 9.5%| 17.6%| 23.8%| 16.7%| 20.8%

41-50 years| Count 3 0 3 6 2 3 7 24
(ll/i"”}’;]’ghi“ vearof | 15006  0%| 18.8%| 28.6%| 11.8%| 14.3%| 14.6%| 15.1%

51-60 years| Count 2 1 1 1 0 2 6 13
f(/;’”}’;]’ghi“ vearof | 1000 6.3%| 6.3%| 48| 0w| 95%| 125% 8.2%

61-70 years| Count 0 1 0 1 1 2 1 6

f(/;’”}’;]’ghi“ vear of o%|  63% .0%m| 4s8%| 59%| 95w 21%| 38%

70-'hf | Count 1 1 1 0 1 0 1 5

years f(/;’”}’;]’ghi“ vear of 50%| 63% 62| 0% 59%| 0% 21% 31%

Total Count 20 16 16 21 17 7 28| 159
(l’(/i"”}’xghi” vearof | 14000 100.0%| 100.0%| 100.0%| 100.09%| 100.0%| 100.0%| 100.0%
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Figure 7: Victim Age Group by Year
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Table 8: Weapon Used by Year

Year of killing Total
2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006
Weagon | Unarmed/ Count 0 4 5 5 1 > 3 17
Type Personal
—
é’”}’xgh'” Year of 0%| 235%| 31.3% 95| 59% 95%| 6.1%| 10.9%
Firearm Count 12 10 11 16 13 13 36 111
—
lf;’”}’xgh'” vearof | g500 58.8%| 68.8%| 76.20| 7650 61.9%| 73.5%| 71.2%
Knife/Cuting Count
Instrument 2 2 0 3 2 3 6 18
—
é’”}’xgh'” Year of 13.3%| 11.8% 0%| 143%| 11.80| 14.3%| 1220 11.5%
Blunt Object Count 1 0 0 0 0 3 1 5
—
lf;’”}’xgh'” Year of 6.7% 0% 0% 0% 0%| 143%| 20%| 3.2%
Vehicle Count 0 0 0 0 1 0 3 4
—
k/;’”m;h'” Year of 0% 0% 0% 0%|  5.9% 0%|  6.1%| 2.6%
Other Count 0 1 0 0 0 0 0 1
—
k/i"”}’xgh'” Year of 0%|  5.9% 0% 0% 0% 0% 0% 6%
Total Count 15 17 16 21 17 21 49 156
—
k/i"”}’xgh'” vearof | 160006 100.0%| 100.0% 100.09%| 100.0%| 100.09%| 100.0%| 100.0%
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Figure 8: Weapon Used by Year

40

30—

20

10+

2000

2001

A

T I I
2002 2003 2004

Year of killing

59

2005

2006

Method Of Killing
Unarmed/Fersonal
Firearm

Knife/Cutting
Instrument

Blunt Ohject
Wehicle
Other



Table 9:

Motive for Homicide by Year

Year of killing Total
2000 2001 2002 2003 2004 2005 2006
Motive | Drug Related Count 4 0 2 0 0 0 3 9
% within Year of killing] 22.2% .0%| 15.4% .0% .0% .0% 6.7% 6.4%
Rolbery Count 6 4 4 8 5 4 22 53
% within Year of killing] 33.3%| 40.0%| 30.8%| 50.0%| 29.4%| 19.0%| 48.9%| 37.9%
Domestic Count 4 2 4 5 5 3 4 27
% within Year of killing] 22.2%| 20.0%| 30.8%| 31.3%| 29.4%| 14.3% 8.9%| 19.3%
Rape Count 1 0 0 0 0 0 0 1
% within Year of killing 5.6% .0% .0% .0% .0% .0% .0% 7%
A_rgument/Dispute/ Count 0 3 2 5 0 0 13 20
Fight
% within Year of killing .0%]| 30.0%| 15.4%| 12.5% .0% .0%| 28.9%| 14.3%
AIcohoI-_ReIated Count 1 1 1 1 0 0 0 4
Altercation
% within Year of Kiing 5.6%| 10.0% 7.7% 6.3% .0% .0% .0% 2.9%
Retaliation Count 0 0 0 0 0 1 1 2
% within Year of killing .0% .0% .0% .0% .0% 4.8% 2.2% 1.4%
Child Abuse Count 0 0 0 0 0 0 1 1
% within Year of killing .0% .0% .0% .0% .0% .0% 2.2% 1%
Murder/Suicide Count 0 0 0 0 1 0 0 1
% within Year of killing .0% .0% .0% .0% 5.9% .0% .0% 7%
Other Count 2 0 0 0 6 13 1 22
% within Year of killing] 11.1% .0% .0% .0%| 35.3%| 61.9% 2.2%| 15.7%
Total Count 18 10 13 16 17 21 45 140
% within Year of lling | 100.0%| 100.0%| 100.0%| 100.0%| 100.0%| 100.0%| 100.0%| 100.0%

60



Count

Figure 9: Motive for Homicide by Year
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Tablel0: Case Disposition by Year

Year of killing Total
2000 | 2001 | 2002 | 2003 | 2004 | 2005 2006
Disposition | Cleared By | Count
Arrest (CBA) 16 10 11 14 10 9 31 101
—
k/;’”}’x'éh'” Yeaof 76.2%| 58.8%| 68.8%| 66.7%| 58.8%| 40.9%| 63.3% 62.0%
Justifiable Count 0 0 0 0 2 0 0 2
—
k/;’”}’;';h'” Year of 0% 0% 0% 0%| 11.8% 0% 0% 1.2%
Exceptionally | Count
Cleared 2 2 0 1 1 0 2 8
(ECLOP)
—
k/i"”}’;]’gh'” Year of 9.5%| 118% 0%| 48w 59% 0wl 4.1% 4.9%
Not Cleared | Count 3 5 5 6 4 13 16 52
—
k/;’”}’;]’gh'” vearof 1,300l 20.4%| 31.3%| 28.6%| 23.5%| 59.19%| 32.7% 31.9%
Total Count 21 17 16 21 17 22 49 163
—
/0 within Year of | 100.0 40 o6l 100.00¢| 100.0%| 100.09% 19%0 100.00 100.0%
killing % %
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Figure 10: Disposition by Year
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Ten Years of NIBRS Reports and the Great American Crime Decline

Roland Chilton
University of Massachusetts, Amherst

Wendy Regoeczi
Cleveland State University

Homicide Research Working Group, Minneapolis  June 2007
Homicide Trends

This examination of National IncideBased Reporting System records for 1995 through
2004 is focused on the celebrated crime decline from 1993 to 2000. Nationally, homicide rates
decreased from 1980 to 1985, increased from 1985 to 1881han decreased for the remainder
of the 1990s. Robbery and aggravated assault rates declined as well. Franklin Zimring, in his
bookThe Great American Crime Decliff2007) implies that crime decreased in all areas of the
country and in cities of all si&s from about 1993 to 2000. Since NIBRS data are only available
for 1995 through 2005, the basic question in this discussion concerns the extent to which the
NIBRS crime patterns followed the national trends from 1995 or 1996 through 2000 or 2001.
Figure 1cannotbe used to answer this question because of the impact on homicide rates of a
steady increase in the number of police departments participating in the NIBRS program. This
increasing participation makes interpretation difficult because the set9@ @ldces sending
data in 2004 includes several large departments that did not send counts in 1995. The sharp
increase in the murder rate from 1999 to 2001, for example, is best explained by the entrance of
Memphis TN and Austin TX into the NIBRS program2000.



Figure 1. Murder Offender, Victim, Offense, and Arrest
Rates for 613 Places (in 1995) to 2,192 (in 2004)
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When the analysis is limited to those cities providing NIBRS data for each year from 1995
through 2004, a very different picture emerges. The basic difference between Figure 1 and
Figure 2 is that the Figure 2 trends reflect only the red$32 cities for which NIBRS reports
were available for the teyear period.

For this reason, Figure 2 is a more useful presentation of NIBRS homicide rates for the
period. But to underscore the difference between Tables 1 and 2, some badkgformation
might be useful. NIBRS is an ongoing effort to upgrade a Uniform Crime Reports program that
was designed in 1929. The UCR program has been undergoing conversion from a paper and
pencil summary statistics program to a computerized incioksdd system (NIBRS) since about
1980. By the end of 2004, 4,525 police agencies in thirty states used NIBRS to send crime
reports to the Uniform Crime Reports program. These agencies sent reports on 46 offenses
committed in four and onalf million incidents and represent about 20 percent of the U.S
population. Our longerm goal is to see if a comparison of the trends suggested by NIBRS with
those suggested by the traditional UCR program will provide useful detail on the types of crime
reported as incraang or decreasing and the periods of time involved. We think looking at the
trends for specific offenses is a useful way to assess some explanations for changes in the crime
rates. The raespecific trends shown in the tables provide additional insigbttire changes in
violent crime rates during the 1990s.



Figure 2. Black and White Victim and Offender Rates for
532 NIBRS Places with Data for Each Year 1995-2004.
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The victim and offender homicide rates in Figure 2 were computed by first summing, by
race, the annual homicide victim and offender counts reported by 532 cities and towns, whose
pdlice departments sent NIBRS reports for every year from 1995 though 2004. These yearly
totals were then divided by the total white or black population of the same set of cities to create
homicide rates for each year. We created population estimates j@atsebetween censuses by
interpolating census counts from the 1990 and the 2000 census. The resulting ratios, of the
annual homicide counts divided by the annual population estimates, were multiplied by 100,000
to create the annual homicide offense raers100,000 residents.

The first usable NIBRS data set had information from 1,255 police agencies for 1995.
In 1996 1,487 police agencies sent NIBRS data. By 2004, the number of participating agencies
had increased to 4,525. Over oneuband of the agencies reporting in 1995 were still reporting
in 2004. Of the 1,158 agencies that sent NIBRS reports for 1995 through 2004, 532 were local
city and town agencies. The others were state, county, and college police departments. This
analysis $ limited to city agencies to make the assignment of census counts simpler and more
consistent. In Figure 1, where we used the increasing number of the cities and towns that
reported each year, the counts and rates are based on reports from 613 pR&®s7A671in
1996, and eventually 2,192 places in 2004.
different set of cities. We used the 532 cities and towns for which reports were available for
1995 through 2004 to concentrate on the samefsajencies for the teyear period. The rates
in Figure 2, and the figures that follow it were created using this set of 532 cities and towns.



Figure 3. Black and White Offender and Arrest Rates for
532 NIBRS Places with Data for Each Year 1995-2004.
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Figure 2, provides some the first answers to our questions about NIBRS places and the
1990s drp in violent crime. Although not continuous, the black homicide victim rate in Figure 2
dropped about 36 percent from 1996 to 2001. However, 34 percent of this decrease occurred
from 1996 to 1998. After this twgear drop, the black homicide victim rataswelatively stable
until it started up again after 2001. The white homicide victim rate followed a similar pattern. A
30 percent drop from 1996 to 1998 was followed by a fluctuating but almost stable rate through
2004. Disregarding race by using offeksewn rather than victim, offender, or arrest counts,
thehomicide offense rator these 532 places fluctuated over the decade of reporting. The
homicide offense known rate appears as a straight line in Figure 8 because it was essentially 3
per 100,000asidents for every year except 1996 when it is almost 4 per 100,000. None of the
victim or offender rates in Figure 2 shows a consistent or sustained drop in homicide from 1995
to 2000.

The 1996 to 2001 decrease in the white homicidemwicsite of about 23 percent in
Figure 2 is not as large as the drop in the black rate, but more importantly it is much lower, on
average, than the black homicide victim rate. The average black homicide victim rate for 1995 to
2001 was 17.2 per 100,000 blaesidents in comparison with and average white victims rate for
the same period of 1.9 per 100,000. The chance of being a murder victim in this set of cities was
nine times as high if you were black than if you were white. Still, because the white murder
victim rate was so low and because about 85 percent of the residents of these cities were white,
the offense known murder rate for these places was comparatively low from 1995 to 2000, with
about 3 murders per 100,000 residents.



Figure 4. Black and White Victim and Offender Counts for
532 NIBRS Places with Data for Each Year 1995-2004.
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Figure 3, ompage 3 above, shows that similar, but slightly different, patterns appear for
murderarrestrates. The homicide offender rates, shown in Figure2, are repeated in Figure 3
with the fluctuations described above. The pattern for the black homicide aredsasasome of
the same features as the black homicide offender rate. There was a 36% drop in the black
homicidearrestrate in the thregear period from 1996 to 1999, but black homicide arrest rates
increased from 1999 to 2004. The black arrest rateased by about 17 percent from 1995 to
1996. Moreover, the drop in white homicide arrest rates from 1996 to 2001 was only 15 percent,
and the trend fluctuated from 1.2 to 1.4 for the decade. The average black antesteate for
1995 to 2000 (20.26) wawver 15 times as high as the average wdnitestrate for the same
period (1.30).

Figure 4 shows some of the complexity of the trends by comparing black and white
homicidecountsrather than rates. A careful examination of the patterfRggure 1 will show
that for most of the period the white homicide victim count was higher than the black homicide
victim count. Only in 2003 did the black victim count exceed the white victim count. However,
the black homicide offender count exceeds theixely low and stable white homicide offender
count. The patterns in Figure 4 indicate that the white victim count fluctuated widely, and that no
consistent 1995 to 2000 drop occurred. In addition, the white offender counts show no consistent
decrease iwhite murder offenders. Both black and white victim counts dropped sharply from
1996 to 1998, but the white victim count slowly increased after 1998 and rose sharply before
returning to a 1997 level in 2004.




Aggravated Assault

Of the violentcrime rates discussed in this presentation (murder, robbery, and aggravated
assault) the largest 1990s decreases are for aggravated assault rates. As shown in Figure 5, the
black aggravated assault offender rate decreased by about 36 percent

Figure 5. Black and White Aggravated Assault Rates for
532 NIBRS Places with Data for Each Year 1995-2004.

Black Assault Offender Rate
Down 1996 to 2001 36%

Black Assault Victim Rate
Down 1996 to 2001 32%
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from 1996 b 2001. The white and black aggravated assault NIBRS victim rates dropped as well
but from very different levels. The black assault victim rate dropped by 32 percent from 1,934
per 100,000 black residents in 1996 to 1,306 in 2001. The white assaultrai@idropped from
around 272 victimizations per 100,000 white residents in 1996 to about 239 in 2001. For the ten
year period from 1995 to 2004 white assault rates were down by about 21 percent and black
assault rates by about 20 percent.

The more consistent and more sustained decrease in assault rates when compared to the
trends in murders rates raises some interesting questions. When assaults were increasing but not
murders, one explanation was a lethality argument that suggesteduhs tranters prevented
the assaults from becoming lethal (Harris et al., 2002). Do decreasing assault rates and stable
murder rates suggest that trauma centers were becoming less effective in these 532 cities over the
decade? Or are some of the larger sitrethis set closing trauma centers in response to their cost
and shrinking municipal budgets? At least part of the answer can by provided by looking at the
extent of injury reported in the assaults, something we still need to do. Assaults can bedclassif
as aggravated if a weapon is present even if it is not used and no injury occurs. They can be
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coded as aggravated if serious personal injury is caused by the attack. Since NIBRS has an extent
of injury variable, we should be able to see if seriougymissaults decreased over the decade.

In addition, we will look at the trends for simple assault as another possible explanation for some
of the drop in aggravated assaults. A shift in the proportion of all assaults classified as

aggravated might changeettrend for aggravated assaults.

Figure 6. Black and White Offender and Arrest Rates for
532 NIBRS Places with Data for Each Year 1995-2004.
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Another interesting pattern emerges in Figure 6 for the rate at which offenders described as
black were arrested for aggravated assault. Although Figure 5 shows a decrease in the black
victim rate for assatlFigure 6 suggests that the black assauéistrate did not drop
consistently from 1995 to 2000 but increased from 1995 to 1996 and remained high in 1997
before falling from 1998 to 2001. This raises another interesting question: Why are white
aggravaed assault arrest rates relatively low and stable while black aggravated assault arrest
rates fluctuate at a very high level? Whatever the explanation, the NIBRS aggravated assault
offense known pattern comes closest to paralleling the national drogentvwrime.

Drug Offenses

With the introduction of drug offenses in Figure 7, more interesting questions arise, and
we see why it is a mistake to talk about a drop in crime during the 1990s. The drug offense
known rate did not drop but¢reased from 1995 to 2001.There were small drops in the offense
known drug rate in 1999 and 2001, but in general this rate increased from 1995 to 2004.
Moreover, with the exception of 1999 and 2001, the white drug arrest rate increased slowly but
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steadilyfrom 1995 to 2001. However, the black drug arrest rate is different. It increased from
1995 to 1998, dropped from 1998 to 2001, and than increased to 2004. These fluctuations
occurred at very high levels in comparison with the white drug arrest ratdeafidal result

was an increase in the black drug arrest rate from 1995 to 2004 of 49 percent.

Figure 7. Black and White Drug Arrest Rates and Offense
Rate for 532 NIBRS Cities with Data for 1995-2004.
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Based on the NIBRS trends shown in Figures 2 through 7, it would be more accurate
for NIBRS cities to talk about a decline in violent criragher than a drop in crime in general.
And it would be even more accurate to say that specific types of violent crime decreased rather
than that violent crime in general decreased. Moreover, ignoring the impact of aggravated assault
reports on violent cnie rates increases the possibility that changes in assault patterns or
reporting practices will suggest a drop in violent crime and that such a drop will be described as
drop in crime in general. The decrease in aggravated assault rates may be thedesudases
in aggravated assaults on black victims and decreases in black arrests for assault. This is almost
certainly the case for homicide victim and arrest rates. Such trends suggest that the decline in
violent crime rates from 1995 to 2000 in NIBRi8es was essentially a reflection of declining
black rates of violent crime. If this was the case, the most interesting and theoretically important
guestion we face is why some black rates of violent crime decreased when they did.

Figure 8 provides aough summary of the NIBRS trends for 532 cities for three types of violent
crime and one nepredatory crime. As noted above, only the aggravated assault rate shows a
clear and convincing decline. In sharp contrast to the violent offenses, the drugsoéiemsean
almost steadincreasenver the teryear period. The drug offense rate drops in 1999 and levels
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off for 2001 and 2002 before starting up again. Although the black drug arrest rates are puzzling,
the pattern of drug offenses, reflecting reportblatk and white offenders, presents a clearly
different pattern than that shown for aggravated assault.

Figure 8. Drug, Assault, Robbery, and Murder Offense Rates
for 532 NIBRS Places with Data for Each Year 1995-2004.

vuv

Drug Offense Rate

vuwv
|

E 7 Aggravated Assault Offense Rate

e f O

Robbery Offense Rate
M — | 8— —5— —B 1= 3]
Homicide Offense Rate

o —
T T T T T T
1994 1996 1998 2000 2002 2004
Year
———— Drug Offense Rate —o—— Ag Aslt Offense Rate
———a—— Robbery Offense Rate Homicide Offense Rate

Discussion: Continuing Questions, Possible Answers, and Next Steps

The only consistent and sizable decreases for this set of IBR23\tities were those
for aggravated assault offenses and arrests. It will be important to see the aggravated assault
patterns for nofNIBRS cities, especially when we limit the RBIBRS cities to those in the
same size range as the 532 NIBRS cities teee. Since a homicide is an assault where the
victim dies, the fact that the murder rates do not follow the assaults rates suggests that recent
aggravated assaults produced less severe injury than earlier assaults or that some aggravated
assaults were logg classified as simple assaults after 1995 that would have been reported as
aggravated assaults in the early 1990s. There is also the possibility that some kind of loss of
ability to respond to serious injuries caused by aggravated @ssekiltd of revese lethality
argumend will explain the failure of murder rates to follow the aggravated assault rates.

At this point our ability to suggest any strong conclusions on the great American crime
decline is limited. We have only a few cluese Weed to know more about trends in the
proportion of aggravated assaults that involve serious injury. We need to learn more about the
role of demographic changes on the violent crime rates by carrying eubagesexspecific
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studies for the NIBRS c#s and to compare the results with analyses ofNIBIRS arrest data.

We need to look at economic trends, black and white, for this set of cities and-fdiBRS

cities. If possible, we need to learn more about enforcement activities and police reporting
practices, and we need to learn more about the impact of the drug economy and variations in
police response to it on violent and nanlent offenses. Most importantly, we need to look at
the trends for at least one major property crime and one monabass crime.

When we expand our analyses to fill in these gaps, we expect to find that the 1995 to
2000 trends were influenced to varying degrees by each of three forces. Population shifts in the
proportion of young black men between 199@ 2600 may have contributed to the decrease in
assaults. We may find that the economy in general and the economic circumstances of the black
population in these cities improved from 1995 to 2000. We may find that changes in enforcement
practices in speciicities, especially for drug offenses contributed to the decreases and the
increases observed. Some of the decline in arrests may be attributable to the loss of popularity of
specific drugs, such as crack cocaine. However, if specific drugs lost popuidaytdid drug
arrests increase as aggravated assault decreased?

The best answers to this last question may lie in changes in drug enforcement practices
and policies and in changes in reporting practices for aggravated assault. Therefoes|
steps in our effort will be to include in the analysis an examination of trends in drug offender
rates as distinct from arrest rates, and we will need to carry out an examination of trends in the
kinds of injuries reported for aggravated asseadtes. In addition, we need to carry out-age
race sexspecific studies and to look at the public health homicide victimization data and the
arrest and offense trends for ANIBRS cities. Pulling all of this information together should
help us generateraasonably clear understanding of the great American crime decline for
NIBRS cites and places of similar size.
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Introduction

Homicide is a phenomenon feared throughout all cultures and religions around the globe. Yet, we
understand little about it. This research aims to shigtedight on these events by undertaking a cross
national comparison. Comparing the same event in two different countries, shall help us understand the
cultural and country specific components.

This part of the study focuses in the Netherlands andt@étain, that is, England and Wales to be more
specific, we hope to incorporate more countries into this analysis in the future.

The Netherlands as well as England & Wales all experience rather low homicide rates, around 1.5
per one hundred thousane@rated only by the Channel, both regions belong to the more protestant area
of Europe and they both have a rather high number of immigrants, and both used to be colonial powers.
At the same time, there is a major difference in the way the countriesgarezed: following the Rhinre
capitalism approach, the Netherlands have a strong social security network, while England in the tradition
of the AngleSaxon capitalism does not. Furthermore, the Netherlands adopted civil law, while England
follows common lav. Thus, the two regions provide a perfect basis for a comparison. Moreover, in the
Netherlands as well as in England & Wales, research already has been conducted to find empirical
support for homicide typologies.

Previous research

In the Netherlands reaech has been done among others by Smit and Bijleveld (2006). In order to
examine multivariate relations between the characteristics of crimes, offenders and victims multiple
correspondence analysis or HOMALS (Homogeneity analysis through AlternatingScesses) was
used. HOMALS could be used as a scaling technique, where similarities and differences between persons
and categories are represented in distances between dots (Slotboom, 2001). In short one can say
HOMALS will find the maximal correlation beteen the transformed variables (Van der Leeden, De
Heus & Garendam, 2002).

The dataset for the research of Smit and Bijleveld (2006) was composed of interviews with police
officers, police and court records and newspaper clippings. The analysis waardely aut for the year
1998. In first place only the solved murders and homicides were examined. After that, the unsolved ones
were added to the solution. It turned out that these murders were not really different than the solved cases.
Two dimensions werused to classify the homicides. The first dimension was the motive of the offender
and the second dimension was the relation between offender and victim. The research showed that the
chosen classification was not alien with the empirical connection beterene, victim and offender
characteristics. However, there appeared to be an overlap between the different groups. It seemed like the
different types of crimes against life could be ranked along a circular continuum.
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Gruenberg and Francis (2006) haveeloesearch in England & Wales. In this case a probabilistic
modetbased statistical technique for finding subgroups of similar cases or types was used, which is called
latent class analysis. This technique has the advantage of not reducing the dimgnsfdhaldata, but
assigning probabilities within the separate dimensions. Oversimplified, latent class analysis can be
describedas a sophisticated trial and error approach to group similar cases according to an unobserved
pattern or ustutere. Thisistrugure héstthe sam@® number of dimensions as the data
itself. The dataset of Gruenberg and Francis (2006) used, contained information of the Homicide Index of
England & Wales. Their research was conducted for 1978 until 1998. In theclasmsanalysigventy
statistically independent clusters were found. Each of these clusters characterizes a different type of
homicide which can be rearranged according to the research interest of the investigator.

Current research

The research at hamdn be seen as a follow up on both studies and was be conducted for the
years 1998 and 2003. One of the goals of this study was to get a clearer view of possible typologies.
Besides that, it is quite interesting to see where the differences and sirikmetieetween the two
analysing techniques lie. Therefore, both techniques, HOMALS and latent class analysis, were used.

For this study a dataset containing information from the Netherlands and from England & Wales
was creatd. The dataset of the Netherdands constructed in the same way as described for the research
of Smith and Bijleveld (2006) and for the dataset of England & Wales similar to the one Gruenberg and
Francis (2006) used was chos@m overview of the variables included can be found inetabl

When deciding which variables to chosen for the analysis, the largest common number was
chosen. For some variabl es, as for i nstance Aet hn
data differentiates England white and fwahite while for theNetherlands the country of origin is known.

We chose to infer the color of the skin from the country of origin. Also, some suspicion arose, whether
the process in which the intoxication level was determined is comparable. When investigating the results,
we need to keep in mind that these compromises needed to be made.

Results and Outlook

We carried out both analyses simultaneously. Here, we will first present the Latent Class results.
In the analyses of our data, ten classes turned out to be thetbeshitdel. These ten clusters are
described in figure 1 and table 2. Table 2 gives the percentage of a certain characteristic within the
variable. So for instance, in class 1, we find, white males agd@ k8ling white young males aged-18
55 that are ither acquaintances or strangers. In about a quarter of cases in this group, the offender was
drunk, in 31 percent of the cases, the weapon used was physical force, sharp instruments were employed
in 26percent of the cases, while guns were used in 25%uaBhenajority of cases in this class were not
gain related.

Figure 1 shows for each country, the distribution of cases in each cluster. We can see that some of
the classes are clearly dominated by one country, while other classes are not. For ihs&sros, that
intimate killings, these include child, parent and partner killings, are not very country specific. Homals
tells a similar story. After running Homals on all cases, as can be seen in figure 2,we decided to run the
analysis purely on the nantimate homicides to check, whether the two methods pick up the same
differences between the countries, which they do, as is depicted in figure 3.

In the next steps we will on the one hand further dig down into the differences in these patters.
Also, we wil check, whether there are some more subtle distinctions between the countries for the types
that seem similar at first glance.
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Table 1: Variables used in the analysis

Agegrolps
Offender: <18, 1825, 2630, 3135, 3640, 4145, 4655, >55
Agegroups Victim: | 0-1, 29, 1017, 1825, 2635, 3645, 4655, >55
Intoxication
Offender: Drunk, stoned, both, sober
Realtion Child, Parent, Partner (IP), Other family, Sgars (S), Aquaintances (A), Professional relatior
(V.10 O.): (P)
Sharp instrument(Sharp), blunt instrument (Blunt), physical, shooting (Shoot), suffocation,
Method: strangualtion (Strang), other external factors
Dummies: Gain related, gender and race (white,mdiite) of victim and offender, country, year

Figure 1: LCA Hard Assignemts
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Table 2: LCA Results
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Country

B England
[ The Netherlands

Cluster Number 1 2 3 4 5
Agegroups Offender 1840 <1835 1855 <1830 >18-25
Percentage Male Offenders | 98 94 96 86 98
Percentage White Offender | 100 26 100 76 85
Intoxication Offender drunk (26) |drunk(19) |drunk(14)
Agegroups Victim 1855 18-45 18-55 36-55+ 10-35
Percentage Male Victims 100 98 8 70 66
Percentage White Victim 99 16 100 86 88
Relationship A+S (82) A+S(76) IP(69) A+S(89) A+S(94)
P(17) A(19) P(10)
Method Physical(31)| Sharp(47) |Shoot(37) |Sharp(21) |Sharp(43
Sharp(26) |Shoot(36) |Strang(21) | Physical(18)| Other(27)
Shoot(25) Physical(12)| Shoot(18)




Gain Related N N N Y N
Cluster Number 6 7 8 9 10
Agegroups Offender 1840 1855 18-35 36->55 18->55
Percentage Male Offenders | 95 94 50 85 2
Percentage White Offender | 70 0 75 97 100
Intoxication Offender drunk(38) |drunk(16) |stoned(11) |drunk(41l) |drunk(27)
both(49)
Agegroups Victim 18->55 18-45 0-9 >55 26->55
Percentage Male Victims 77 13 50 29 100
Percentage White Victim 100 18 83 100 100
Relationship A+S(88) P Child Parent(36) |IP
IP(31)
Method Sharp(48) | Sharp(55) |Other(42) |Strang(34) |Sharp(90
Strang(16) |Physical(20) Shap(27) | Other(24)
Sharp(20)
Gain Related N N N N N




Dimension 2

Figure 2: Homals Analysis
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Dimension 2

Figure 3: Homals Analysis (Child, parent and partner homicides removed)
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Discussion Notes

Session 2: Continuity and Change in Homicide
Friday June 6", 117 12:15

Moderator: Gary Jensen

Recorder: Chris Fisher

Murder in the Kingdom of the Mouse: The Orlando Homicide Spike of 200&2006

Victoria Tittertington : What do the numbers look like so far in 2007?
Jay Corzine 20. Things were going well, then May everything went downhill. 1 so far in
June.

KimVoight: You menti oned no neighborhood eonomic
changed?
Jay Corzine: Orlando has been a growing city, rate of growth is slacking off

Kathleen Heilde What changes in streeulture have you seen?

Jay Corzine The Stop Snitching movement. However, it is hard to document less information.
May be a lot of retaliation, because they stopped going to the police. A number of killings
indicate that.

Mark Riwdel:  Wa s n 6 t ed.dAayregderrceadf drug market competition:

JayCorzine 76% drug relatedébut they have a broad
interaction involved drugs, or the suspect or victim had a prior drug conviction it is labeled as

such. West side tends be open air drug markets until the police move them inside. Heroin is in
different markets and has no violence. The crack markets do have violence.

ChrisRasche | nterested in the State Farm case wher
what was tk defendant age?

Jay Corzine There has been no arrest.

Chris Rasche Is it an age related phenomenon?

Jay Corzine In part. 20 and under most likely to be multiple offenders. Those under 20
offenders were involved in 9 separate incidents. In 2005 2 msidgth a 20 and under
offender. Did have one incident where a 10 and 15 year old killed a guy in car jacking.

Chris Rasche Does it have anything to do with the growing evidence of immaturity. Link that
up to completely irrational behavior and your ¢hlarsuspect age with very volatile weapons is
going to increase death rate.

Jay: On the streets the level of perceived resistance that is necessary has gone down.

Kim ****: |s there a crossultural factor to the homicides?

Jay Corzine No, isédameséetgnhngity. ltds mostly Mexic
department does not consistently record ethnicity. The original data for 2006 showed only 3
hi spanic victims, went to the | eadéhe said 2
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James Fox The famous criminologist Isaac Newtsra i d fAwhat goes up most
With a big spike in 2006, not withstanding Ma
lower. | looked at the 60 largest cities every year from 20 years, and looked at change from year

to year and odds of going up or down based on previous year. If it goes up, you have like 3to 1

odds it will go down.

Lin Corzine: Yes it will go down. Florida is a tourist place. We would like it to stay that way.

The task force is desperate to see that we maintain arsafenment.

Jay Corzine It started going down at end of 2006 w
also TAC units deployed, which are units free from daily assignments, and instead have

assignments based on weekly or daily crime trends. Usedrivlteroin markets indoors.

JamesFox The Orl ando Sentinel published an artic
homicides that resulted from that law. To what extent was spike in 2006 related to that law.
Jay Corzine/Lin Corzine: Maybe 1or2. lteal | y doesndét make much dif

almost anyone can have a concealed firearm.

Roland Chilton: Ar e you treating Orlando |i ke the BloCc
data to NIBRS.
Jay Corzine | wish they would. Not going to happenrniear future. State legislature is trying to

roll back property taxesénot going to have the
LinCorzine: | brought it wup with Orange County She
was.

Roland Corzine We all need to urge them all to submit bettata.

Trends in Homicide Offenses Suggested by the 192804 NIBRS Data

Jay Corzine It general depends on | ocationésome <ci
Roland Chilton: You know that how?
Jay Corzine | play close attention to that. I thinkt 6 s true that crack is b

David David: Why did drug arrests and aggravated assault rates fall? A lot of agencies are going

to the conspiracy based way of taking peopl e
Aggravated assaulttes went down because the young teenagers lost those chances because we

took that away.

Roland Chilton: Mi nneapolis is not a NIBRS cityéwhy r
DavidDavid: Good question for | ast night and Chi ef

James Fox One issue is stithe size of the agencies. Even if some are over 100,000. there really
was no change in cities under 500,000. The entire surge in the eighties was in cities over
500,000, as was the late nineties decline. As far as demographics, in terms of homicides, if yo
do it with SHR, 10% of the decline would have happened anyways based on demographics.
Finally, the issue of what happens next. The last couple years of the SHR show a rise in
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homi cide by people over 30éitds tdhkt isasnét ey u
seem to be driving it up again.

Roland Chilton: But this brings us back to NIBRS. Thi
So you have to ask are the over 30s only doin
dismiss NIBRS.

Mark Riedel: You mentioned the concern with drugs a
argument that blaming violent homicide on drug and rug related causes has a social construction
i ssueéi f yeawladleld iitt drakes it about Athe ot he

Roland Chilton: | cringe when people say guns, drugs, and gangs are the problem. We know

from the Orlando data, that the socioeconomic opportunities are so limited. Those other factors
are the results of thateéso it ingtaselsdrugshyeum i nt o
need a gun and you need partners.

Darryl Roberts: Will there be an effort by NIBRS to look back on previous years?
Roland Chilton: | dondét think so. You have the massi v
par ti ci p asijustwaorrypabout geting them to join now.

Alan DeLine: Lot of differences in definitions acro
NYS. Have you considered that?

Roland Chilton: You just translated them into the handbook definitions, correggPdo

lightheaded convincing people to participate in a system that started when | was born.

Roger Trent: My expertise is injury data not crime data. When | look at the crime/homicide

drop and look at my injury data, there were also drops in suicidevamdrecreational gun

injuries. Makes me think our focus may be too narrow. It may be something tectonic.

Roland Chilton: Vance and | are going to work on a project and compare Robeson to NYC, and

look to see what happened to accidents, suicides, anaidesiWhen the homicide rate is

highest in NYC, accidentis lowestandvicee r saémay be cl assification
else.

Comparing Homicide in the Netherlands and England

Darryl Roberts: What is your N?
Katharina Gruenberg: We 6re asdnBg0@9980 itds roughly 400
same, but England we took a random sample because it has a larger population.

Chris Rasche What does it mean? What is the end result?
Katharina Gruenberg: We got that some types of homicide are cultyrahd country
independent, and others that are very country specific.



Mareke Liem: You outlined the basic differences between the countries. It would be very
interesting to outline some factors that you can operationalize social services to measure their
impact. Perhaps mental disorder. You might find some differences that related to addiction
services.

Katharina Gruenberg: Would love to. With the substance abuse issues, there is a large
difference in how the two countries record it.

Mark Riedel: ldblomee s ome | atent class myself. Woul dni
basic descriptives. Need to justify the high powered statistics.

Katharina Gruenberg: | like them because you look at all variables at the same time. If you do
bi-variates, you losthat.

Mark Riedel: There are also a variety of multivariate techniques that do the same thing.

This was a very basic version.

Kristen Welch: When you identified your clusters, how did you name them?

Katharina Gruenberg: 1 and 5 were both pub fights, Z8/shootings. You name them as you

go along. Every time you see something different. Percentages are what you look for. You sort
on what you want to look for.

Vance McLaughlin: I know Roland has a zeal for NIBRS. One thing to point out for aggravated
asawlt. When | was a young officer in FL, when | found out that, especially young black males,

if they were in even a friendly alteraction,
it wouldndot seriously kil $ameabjustwestingaraundsi der ed
Webve agreed on it. |l tds just simple assault.

called his investigators in, and explained to them that if someone points a gun and threatens, that
i f they di pist<€nple hssaule Detedtites kmeawsetter, but my point is politicians
dondét want it because then they candt mani pul

Alan DeLine: I 6m assuming | kneaelatevhat you mean by g
Katharina Gruenb erg: It includes any where the aims was to gain something. We had a
separate variable under circumstance where the police noted that.

Gabrielle Salfati: We were just talking about the HOMLS, when you actually look at it there are
very few variables,thee ar e t hree main groupséEnglish is
lots of alcohol, another subgroup with Netherlands that is more professionaktiiggl, and the

third is more familial.
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The Center for Homicide Research: Solving and Preventing Homicide

Dallas Drake and Joseph Shulka

This will serve as an introduction to the Center for Hodgedresearch. It is not an academic
paper, but rather a simple overview of the development of, and services provided by, our center.

About the Center for Homicide Research
Center for Homicide Research (CHR) is a voluntdréren, nonprofit organization bad
in Minneapolis whose goals are to increase case solvability, articulate homicide issues, and
reduce incidence of homicide in the community
knowledge and understanding of the unique nature of gay, lebsarual and transgender
homicide through sound empirical research, critical analysis and effective community
partnerships. The Center focuses on homicide cases where the victim is a gay, lesbian, bisexual
or transgender person, where the offender is GldTvhere the homicide contains a
homosexual element.

The Center for Homicide Research was formed seven years ago as the Minnesota Gay
Homicide Study. Our initial mission and programs focused solely on GLBT homicides in
Minnesota. As our work progssed, we quickly became a regional and national resource for the
GLBT community, law enforcement, criminal justice professionals and criminologists on the
subject of gay homicides. On January 1, 2004 we changed our name to reflect this broader
mission.

CHR has become an international resource for law enforcement, criminal justice
professionals and the LGBT community on gay h
assists in active homicide investigdars,i ons. T
strengthen prosecution cases, and secure convictions. Frequently, CHR is contacted to assist
with an active homicide investigation.

CHR volunteers and researchers log thousands of hours of service each year. They
conduct or participate in huretls of hours of training each year. The Center provides a unique
and vital resource for those investigating and addressing the many varieties of homicide.

Need for the Centerds Work

Why study GLBT homicide? Homicide is the most severe of all criGag.homicide
can be the most extreme of all agély hate crimes. The impact of a gay homicide is felt far
beyond the immediate family or friends of the victim. A gay homicide has a terroristic effect on
the gay community and its members. In the wakeg#yahomicide, members of the gay
community perceive a greater threat to their personal safety antieual. Many gay people
become the targets of harassment and threats by individuals bolstered by the event of gay
homicide.




Leaders of organizationgwing gay/lesbian/bisexual and transgender people are
challenged to provide resources to their constituencies and support the investigation of a gay
homicide. They lack the training and resources to respond effectively in the wake of a gay
homicide.

The Center proposes to develop new resources and training for nonprofit professionals,
volunteers and community leaders serving gay/lesbian/bisexual and transgender people so that
they may respond more effectively in the event of a gay homicide and toduzipe in
preventing gay homicides. The Center works collaboratively with a Hrasel of existing
nonprofit and community organizations. The Center does not provide direct services, but instead
acts as a specialized resource to strengthen existinginagans.

Likewise, law enforcement and criminal justice professionals are often challenged to
respond appropriately to members of the gay community. Potential biases by investigators,
perceptions of the fAhomos e xsperdeptibnioffstgmdsglicand an d
present significant challenges to an effective investigation. In many instances, a tenuous
relationship exists between the gay community and law enforcement, which only adds to the
difficulty in identifying and solving aa@y homicide. The critical days following a gay homicide
are not the time to develop working relationships between the gay community and law
enforcement.

The Center for Homicide Research proposes to develop appropriate and effective tools
and resourcef law enforcement and criminal justice professionals to help ensure that
investigations of gay homicides and prosecution of offenders is thorough, effective and just. The
Center offers a unique opportunity for law enforcement and criminal justice pooigssio be
more responsive to the needs of the gay/lesbian/bisexual and transgender community and to be
more effective in the apprehension and prosecution of offenders.

One of the reasons law enforcement and criminal justice professionals are agntlasdi
information is because gay homicide has received little or no attention from researchers and
criminologists until now. Despite the growing gay/lesbian/bisexual and transgender community
and the increase in gay homicides and other forms of viokegaiast gay people, such basic
information like the prevalence of gay homicide, the ability to accurately identify gay homicide,
techniques to improve the solvability of gay homicide, and effective ways to activate a gay
community response to violence dat exist.

Even tabulating the number of gay homicides does not occur on a local, statewide or
national basis outside of this research. Although the incidents of all homicide are documented by
various government agencies, sexual identity is not includeutese statistics. Thus, until now,
the gay community and the criminal justice system could not even accurately determine the
number of gay homicides.



Activities
The activities of the Center for Homicide Research fall into five broad categories:

Idertification & Analysis of Cases: One of the most crucial activities is the collection of
case facts and development of the data set. Data is gathered from vital records, news
articles, and reputable InterrAetsed resources. The CHR database contains 125
variables and over 2,500 cases. The Center anticipat®000 cases exist. Over 100
cases are from Minnesota.

Professional Development: Center researchers study research methodology, homicide
literature, and participate in professional discussions, oemées and workshops.

The Center has a brodihsed peer network that assists with research, collaborate, and
evaluate our work.

Consultation/Case Review Services: Center researcher(s) review suspicious deaths and
consult on homicide cases. Frequent relesrcome from law enforcement
professionals, criminal justice professionals or advocates serving the gay community.
Law enforcement officials often seek a confidential resource to ask questions of. This
education and sharing of case details has becorildwitnany gay homicide
investigations.

Analysis and Articulation of Research Findings: Center researchers are developing the
first, comprehensive analysis of GLBT homicide. The findings will identify the
frequency of GLBT homicide; analyze law enforcemi@vestigations, including
solvability and offender sentencing; determine patterns among gay homicide victims
and their cases; and present theories about the nature of offenders. The Center
presents findings through pemviewed journals, books, andainferences of
criminologists, victimologists, crime victim advocates, law enforcement
professionals, gay community leaders, etc. The Center aims to ensure that its research
and findings are readily available to all that could benefit.

Presentation of Stly Findings: The Center is developing educational materials and
programs designed to educate the gay community, criminal justice personnel, and the
public about gay homicide. The Center works closely with other organizations to
ensure the widest dissemira of this information. In 2003, Center volunteers
presented trainings to gay community members in Minnesota, Louisiana, Florida,
California and Wisconsin. Law enforcement personnel received specialized trainings
in Minnesota, Louisiana, California, Wgsin, and New Jersey. Surprisingly, it is
the rural police officers and law enforcement who seem most eager for this training.
Dozens of confidential case reviews were also provided.

The work of the Center for Homicide Research is having a profoundtropaactive
homicide cases today. In 2003, the Center was contacted by statdtserial homicide task
force made up of state police from several states and the FBI. The offender, who has been the
subject of intense FBI and state police investigattommany years, is suspected of killing gay
men in over 10 states over the last 30 years. The Center workethkaauad using our database
and the investigatorbdés records in an attempt
| eads oamsefscoolwlerce i dentified, some stretching
Center are literally helping keep this offender behind bars and are helping to build a solid case
against him. In addition, information was conveyed to investigators detdikrngpecific nature
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of GLBT homicides in an effort to help them understand crime scene behaviors unique to GLBT
homicides.

Evaluation

The Center for Homicide Research will be successful in its research objectives when it
has compiled and disseminatesidiata set of gay homicides. A team of advisors with expertise
in research methodologies evaluate this work. Research findings and analysis will be evaluated
through peereviewed journals in the fields of criminology, victimology and criminal justice.
The Center will measure the effectiveness of training materials through written and oral
evaluations by participants. The Center will know, however, that it has been truly successful
when these concepts and tools are incorporated into law enforcemeniandlgustice
training and are used by these professionals in the investigation and solving of gay homicides.

We hold ourselves to a higher standard of accountability in the LGBT community. The
Center will only be successful in the LGBT community wixanhave trained experts from the
LGBT community, both in Minnesota and nationally, who are knowledgeable on gay homicide
and who can more effectively advocate for the rights of LGBT people. Evaluation questionnaires
will be used to determine the effectivems of materials and resources for the LGBT community.

We will know we are truly successful when tools and resources developed by the Center
for Homicide Research improve the solvability of gay homicides and ultimately prevent gay
homicides.

Replicaton of t he Centerdés Structure

Many of our colleagues will have questions about how the Center is organized and about
how others might build such a research center. The organizing strategies necessary for the
development of our current center were somewhatiSp to the GLBT community. Initial
funding came from key stakeholders within that community along with additional private
foundation funding. As one might expect, the goals and mission of the Center are somewhat
restricted by the source of that fundidgfounding principle however, has been to maintain
independence as much as possible while pursuing our research and organizational goals.

The position of the organization has been very dynamic. While we began with a rather
narrow focus on GLBT homicides Minnesota, we have provided assistance nationwide and
internationally. Our notoriety has also expanded and requests for case reviews have not been
limited to GLBT homicide cases. This expanding scope requires balancing the interests of our
donors with he needs of the community. An ideal position would be to have a research center
addressing all varieties of homicide without neglecting GLBT homicides. What we are learning
about gay homicide has much relevance to homicide in general.

A main concern abouhe development of any research center is staff funding. To date,
there is not enough funding to pay our staff, with the exception of a few small stipends paid to
deserving student interns. While this might be a shortcoming of our own making, we beieve t
institutionalized research is not an easy sell outside the confines of traditional academia. We are
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working constantly to position our agency to be prepared to receive federal funding, something
that will be necessary for lortgrm viability.
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200 Years of Texas Serial Murders: Outlaws, Angels, & Badmen

Kristen Welch, ABD

Sam Houston State University
&

Robert Keppel PhD
Sam Houston State University

ABSTRACT

Serial murder has garnered much interest and attention in the pasidadesd,
culminating in numerous books and movies suc8iEmce of the Lambddlannibal Manhuntey
Taking Lives SevenBone Collectoyldentity, Kiss the Girls and theRiverman The public has
also been fascinated with real life serial killers suchoas Wayne Gacy, Ted Bundy, Wayne
Williams, the Green River Murderer Gary Ridgeway, the BTK Strangler, Arthur Shawcross, Ed
Kemper, Kenneth Bianchi, and Aileen Wuornos. While there have been many movies, books,
and articles dedicated to the topic of semairder and its related issues, very little attention has
been paid to historical trends in serial murder.

In addition, few studies have focused on Texas serial killers. Texas has a long and rich
history with several examples of male and female killdrese crimes meet the modern
definitions of serial murders, such as Joe Ball, Dean Corll, David Edward Cole, Louise Peete,
Vicki Dawn Jackson, Henry Lee Lucas, Charles Albright, Betty Lou Beets, and Genene Jones.
The present study seeks to explore changégies of serial murderer over time by identifying
and analyzing data from the Texas Serial Killer database. The Texas Serial Killer database
contains 215 serial killers from 18@WD06. This paper summarizes and discusses characteristics
of serial murdergn Texas for the past 200 years, including trends in types of serial murders,
offender characteristics, and case studies of specific serial killers.



Lethal Ladies

Amanda L. Farrell, MA
University of Liverpool

Robert D. Keppel, Ph.D
University of New Have

Victoria B. Titterington, Ph.D.
Sam Houston State University

While most wellknown modern serial killers are presumed to have been sexually motivated, it is
further assumed that these killers are male. Aileen Carol Wuornos Pralle holds the honor of
bringing the idea of women as multiple murderers, capable of the types of crime commonly
attributed to men, to the forefront of public consciousness, and was inaccurately dubbed the first
American female serial murderer by the media. To date, there havedrgdaw empirical

studies examining serial murderers, let alone females as serial murderers, with only one
classification rubric having been designed explicitly for females.

Broadening Our Horizons: Embracing a More Inclusive Definition of Serial Murder

One of the most problematic issues in researching serial murder, especially female serial murder,

is the lack of a consistent and agregxbn definition of serial murder. Classic definitions of

serial murder implicitly exclude females by referringtosex] mot i vati ons or, a:
(1984) original definition, specifically excluded females by stating that the offender would be a

male. Jenkins (1994, p. 4¥5) illuminates the flaws in denying that women are serial murderers,
noti ng t hat991 study, woinercr&peesedted adproximately 15% of American serial

killers and that even the Justice Department had indicated 36 female serial killers had been active
over the course of the last century (Jenkins, 1994, p. 46). Hickey (2006, p. 22) stinggests

women, in particular, are often excluded from the ranks of males as serial murderers because,
while they do meet barebones criteria, they a
and violence of their mailauietly preferring notgtebutther. o Wo
and maim.

In response to these narrowly tailored definitions, new and expanded definitions have been

devised. Hickey (2006, p. 223) indicates that, to encompass the full range of serial killers, we

must deliberaly define serial murder in the broadest terms available, including any offender,
regardless of gender or motive, who Kkills three to four victims over time. In the same vein,
Jenkins (1994, pserial 2n8rilersfouldsimply meéntmulepladtseofr m

criminal homicide committed over a period of time; but in common usage it has come to have a
more | imited meaning, and the reasons for exc
Taking up the crusade for a broad definition of seriatdar, in 1998 the United States Congress
defined this genre of crime as fia series of t
to suggest that these crimes were committed b
McNamara, 2005) and maulfferent agencies and individuals involved in the research,
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detection or study of serial murder have taken to defining this phenomenon as a series of at least
two or three murders, committed as separate offenses with a cooling off period between
homicideevents (Morton & McNamara, 2005).

If we utilize a broad definition of serial murder, as suggested by the FBI (Brantley & Kosky,

2005) and Burnley, Edmunds, Gaboury and Seymour (1998), do women qualify to join males as
serial murderers? For the purpe® this study, the definition of serial murder will be kept
deliberately broad, modeled on both the definition provided by the U.S. Congress (1998) and

Hi ckeydos (2006) definition of serial mur der ,
that many of the traditional definitions of serial murder exclude females. That said, for the
purposes of this research, serial murder will be defined as three or more victims being killed over
time with common characteristics to suggest that the same offemderitted the murders.

Finding a Label that Fits

After identifying women as serial murderers, the next task, logically, is to somehow define and
categorize their crimesTwo of the most notable law enforcement tools available in the
investigation of seal murders are profiles and typologies, often developed by a combination of
statistical data from previous seri al cases,
psychology.Numerous typologies of serial murder, most notably those developed bBlthe F

have been developed over the last two decades. Yet only one typology was developed
specifically to assess female serial murderers. The lack of recognition and understanding
surrounding female serial murderers have prevented research and the demebmirtesting of
typol ogies that include (l et alone focus on)
typology advanced in their booklurder Most Rare: The Female Serial Killer

Although the Kelleher and Kelleher classification rubric isdhly typology developed

specifically for female offenders, Schurmigauflin (2000) cites Holmes and Holmes (1994) as
developing a typology based on female murderers. Hickey (2006) references an earlier version
of this typology (1988) as a general typojdgr serial murder. Thus, Holmes and Holmes

(1998, p. 147154) have adapted their existing typology of serial murder, an expanded version of
the typology presented by Holmes and DeBurger (1988), to females. In attempting to include
females in a typologgleveloped for male offenders by male criminologists, the readers may
struggle to see offenders fitting easily into one category or another, similar to fitting a square peg
into a round hole. The Holmes and Holmes typology, like Kelleher and Kellehesgfosalely

on motivation and several of the categories p
(1998) typology. One significant problem with utilizing the Holmes and Holmes (1994)

typology, as suggested by Schurntéauflin (2000), is that, in itattempt to be simple and
straightforward, it does not account for complex motivations, such as a woman who kills for
attention but also is the beneficiary of hefty life insurance policies on each of her victims. To

this end, the Holmes and Holmes (1994 diogy fails to be both mutually exclusive and
parsimonious. Another critical issue in using this typology is that neither Holmes and Holmes
(1998) nor Holmes and DeBurger (1988) reference a sample used to develop their typology.
Without a verifiable saple, these generalizations are mere speculations that are not empirically
based. Thus, the typology presented by Holmes and Holmes (1998) cannot be considered valid
or reliable and was not examined in this study.
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Reuvisiting Kelleher and Kelleher

Kelleher and Kelleher (1998) developed their typology of female serial murderers from studying
approximately 100 cases of female serial killers, with 50 of those offenders hailing from the

United States. This research was initiated on the premise that timzedjdisorganized

categorization proposed by Ressler, Burgess and Douglas (1988) did not adequately examine
deeper motivations for serial homicide, particularly in the cases of the often ignored female

offender.

Although informative, this typology ha®nbeen tested to determine its veracity or applicability

in ongoing investigations. In other words, the reliability and validity of this classification system

have not been examined. Two specific areas of concern regarding reliability involve interrater
reliability and testretest reliability. Whether or not this study was able to utilize this typology,

in examining some of the same offenders, and place those offenders into the same categories

both reliability issues raised were examined. As far adityals concerned, the question is

whet her or not Kelleher and Kell eherds (1998)
central to classifying female serial offenders, meets the requirements of content validity, taking

into account all areas ofrfeale serial murder. In addition, discriminant validity, comparing the
variable of interest, in this case Kelleher a
motivation, and to other variables that may be related, was examined in this study whe

attempting to determine if this typology could be refined to be morefiisedly in both

academic and practical contexts.

From their analysis, Kelleher and Kelleher (1998) were able to develop a typology of serial

female murder that consisted of aiaffender categories: team killers (14 cases); black widows

(13 cases); unexplained cases (6 cases); revenge murders (4 cases); question of sanity cases (4
cases); profit or crime cases (3 cases); angels of death (3 cases); unsolved cases (4 cases); and
sexual predators (1 case). Itis not clear, however, if the offenders included in this study is a
selection of the offenders found or all of the case histories examined by Kelleher and Kelleher
(1998). If this is a selection, there is no mention of whath@ot it is random or convenience

sampl e. Finally, the authors do not define w
hi storieso studied.

Whil e groundbreaking, Kelleher and Kell eheros
complkex motivations that are attributed to female offenders and, as the authors note, is primarily
designed for research, rather than law enforcement purposes. The present research was

conducted via accessing data on the twelve selected cases, to gaudiytbéthe Kelleher

and Kelleher (1998) typology, and to: 1) determine if this typology bears further revision, and 2)

to examine whether or not other common demographic variables, such as age and race, and
variables traditionally associated with serialnaer, such as method of death and vietim

offender relationship, interact with motivation, or with each other, to influence these

categorizations.

Methodology
The data for this research was collected in three distinct stéyescases of murder includiéen
the preliminary data collection were chosen for inclusion based on the following criteria: 1) the

95



offender was a female, acting alone; 2) there are at least three (3) known victims; 3) the
homicides were separated in time; and 4) the homicides odawuitten the United States.

To determine the scope and prevalence of this rare crime in the United States, the second step of
data collection utilizednee c hol ar Il 'y r es ourBa®kGrlsDosltuAnh as Newt o
Encyclopedia of Female Murdereg(998)andThe Encyclopedia of Serial Kille(2000), to

generate a list of 54 solo female serial murderers from the United States (28 from prior to 1960
and 26 from pos1960). While not considered academic sourisiesyton (1993, 2000) provides

a methodical andrell-organized approach to the overall topic, by investigating cases,

motivations, and definitions in what Jenkins (1992, p. 4) refers to as a cautious and scholarly
manner. Offenders included in this list meet the previously mentioned criteria. Thexeene

time period constraints set during this initial search for cases, unlike the Kelleher and Kelleher
(1998) study. From this list, ten cases were randomly selected from each time period to create an
initial sample of 21 cases, including the case itdek Wuornos, whose case was automatically
included in the sample due to the high amount of press coverage and the assumptions previously
mentioned.

Once the initial sample was selected, it was compared to the sample Kelleher and Kelleher

(1998) usedn their study. To more accurately assess the typology of female serial murder,

of fenders in the sample who were not included
discarded, leaving twelve offenders. Two offenders were subsequently removedefrsamibie

due to a lack of news articles regarding their crimes. After the final sample had been selected,
newspaper articles were collected from major national newspapers, suclCagtgo Tribune

and theNew York TimesSeveral case studies were dapgented by readily available police

reports and informal interviews with detectives. The data for this research were collected by
analyzing 282 newspaper articles that discussed 70 murders committed by the ten (n=10)

offenders selected.

In additiontomot i vati on, the offenderdés age at the ti
age at the time her crimes were discovered, t
the number of victims attributed to each offender, the vidifender relatbnship, method of

death, |l ocation of offenses (based upon Hicke
career of the offender, the mental state of t

offender was charged with murder wereoatxamined in this study.

Findings

Central to this research was examining the re
(1998) typology, which is based primarily on motivation. Motivation was categorized based

upon the classifications providég Kelleher and Kelleher (1998), with the addition of the
categories of Aothero and Acombination of mot
(55.71%) murderers were motivated by a combination of factors, not a single coherent motive.
Following a combination of motives, 13 cases (18.57%) had unknown motives; this means that

the media provided no known reason for the murd&he unknown category of motivation

aligns with Kelleher and Kell eher 6sverététr©98) c a
(n=10, 14.29%) victims who were killed for profit by people with whom they were intimate,
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meeting the qualifications of the black widow category proposed by Kelleher and Kelleher
(1998). Ten percent (10%, n=7) of the homicides were motivataddmr or revenge. This

category mirrors Kelleher and Kell eherdos (199
(1.43%) was killed by an acquaintance or stranger for profit; this category mirrors Kelleher and
Kell eher s profaton. or cri me categori z

The crimes of Tillie Klimek exemplify the multiple motivations that can be attributed to a series

of murders committed by a female offender. She profited from the deaths of her three husbands,
which meets Kell eher ackwidow eHoweeeh profittascouatedifor e r i a
motive in only three of the eight deaths to which she is connected. It is suspected that she

murdered her beau, John Guszkowski, after he jilted her, and she was suspected of murdering the
three children of an aumtith whom she had had a falling out. The murders of Guszkowski and

the Zakrzewski children appear to have been motivated by revenge or anger, although
Guszkowski s murder would be atypical of this
objectd her anger. Revenge was also cited as th
Rose Chudzinsky, when the offender cooked her a deadly special dinner following an argument.

Where the victims were killed also contributes to a more holistic vieth®ffemale serial
offender. Hickey (2006) developed three classifications relating to the location of a serial
murderer: placepecific, local, and traveling. While these categories would seem easy to apply,
female serial murderers tend to yet againydefe xi st i ng classificatio
classification system, Nannie Doss, who murdered four husbands in as many states, would be
labeled a traveling serial killer. This may seem straightforward, as she crossed state lines in the
course of committindher crimes, but she also committed her crimes within her own home in
each jurisdiction. Thus, as she did not specifically travel to commit her crimes, is she possibly a
placespecific murderer who happened to travel? With this ambiguity, some of thkofec
associated labels affixed to these offenders may be misleading-sp&a#c killers operate out

of one base location. For example, a woman who poisons her family at home or a nurse who
kills her patients in a hospital would be considered a pipeeific serial murderer. In this
study, 25 cases (35.71%) were found to have been committed by espéaiiec killer. If the
offender was not limited to a specific location, like a house or a hospital, but were active within a
particular city or sta, then she would be classified as a local killer. There were 31 homicides,
or 44.29 percent of the sample, that were committed by local offenders. The third classification
developed by Hickey (2006), the traveling offender, pertains to offenders wdmstate lines in

the course of their crimes. There were 11 cases in this study that were committed by traveling
offenders. In this sample there were also three (n=3, 4.29%) cases where the location
classification of the offender was unknown.

Results

While it was hoped that the consideration of additional variables beyond motive would provide a
more effective means of classifying female serial murderers, the results have shown that further
study is necessary before any comprehensive classification syatelne attempted. In short,

these women, and their crimes, defy our need to label them and neatly classify their actions.
Using both the classifications devised by Kelleher and Kelleher (1998) and Hickey (2006), this
study indicates that neither is edlie nor comprehensive when examining female serial
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murderers. Kelleher and Kelleher (1998) devised a typology based primarily on motive. While
illuminating in some aspects, using this variable to classify female serial murderers is inaccurate.
The resits from this study indicate that motivation alone does not provide an optimal basis for
categorizing female serial murderers. The data presented shows that these women are influenced
by multiple motives or motives that do not fit neatly within the ni)ecategories provided by

Kell eher and Kell eher (1998). Unexpectedly,
problematic in its application. The offenders in this sample often displayed elements of more

than one classification. Though logicalf Hi ckeyds c¢cl assifications a
serial murderers, they will need to be refined and expanded.

It is possible that there cannot be an adequate typology for female serial murderers, as they are
quite diverse in their rarity. Ressittrom this study indicate that better attempts at classification
may focus upon a combination of the victofiender relationship and the manner the offender
uses to approach her victim. This new classification rubric would call for two broad
categorizabns: the occupational female serial murderer and the hearthside female serial
murderer. Within this classification system, there may becatdgories, but its central tenet is

that offenders who fit within the occupational category use their employmentrce of

income as a means of both scouting and approaching victims. Jane Toppan, Aileen Wuornos,
and Genene Jones would then fall within the parameters of this category. The hearthside
offender targets family and friends, using their personal oglsitiips with them to approach and
murder prospective victims with stealth. Like the classification of the occupational offender, this
category may call for additional sidlategorizations, but Judi Buenoano, Nannie Doss, Audrey
Marie Hilley, Martha JohnsorTillie Klimek, Louise Vermilyea, and Stella Williamson would

then fall into this category.

Conclusion

The findings from this research clearly indicate that there is much to learn about female serial
murderers. It is clear that motive, previously coesd simple and static by Kelleher and
Kelleher, is more complicated and therefore not an ideal means of classification.- Victim
offender relationships, method of death and how they approach their victims are the key
elements to better understanding thefenders and the murders they commit. As these killers
receive more news media attention and traditional definitions of serial murder are altered to
accommodate their crimes, further research will aid in the development of more accurate
classification rbrics.
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Abstract

Much of the serial homicide literature has suggested that most serial homicides are sexual in
nature, and that often vulnerable and stranger victims are chosen by offéhdstisutes, who

have been shown to be by far the most at risk female group for homicide (Lowman & Fraser,
1995; Potterat, Brewer, Muth, Rothberg, Woodhouse, Muth, Stites, and Brody, 2004; Ward, Day
and Weber, 1999), encapsulate all of these factors. Hagg also been shown to most often be
targeted by offenders with extensive previous convictions for violence (Kinnell, 2006) and by
serial offenders (Brewer, Dudek, Potterat, Muth, Roberts, and Woodhouse, 2006;-Brooks
Gordon, 2006; Miller and Jayasunda?@01).

Prostitutes have often been identified as sex objects within society (McKeganey and Barnard,
1996; Miller and Schwartz, 1995), and as such the question is raised about the role of prostitute
victims in sexual serial homicides. Kinnell (2006) hoeeshowed that many of those who Kill
prostitutes do not only target that group, but often also targeprostitutes. Whether these
series are sexual overall, or whether they target prostitutes as part of a vulnerable, and readily
available victim grouphas not yet been identified.

The current study is an ongoing study which aims to analyze prostitute victims in both single and
serial homicide cases, and aims to understand the role of sexual and vulnerable victim targets for
the purposes of defining sgtmups of serial homicide, as well as for understanding consistency

in victim target and crime scene behavior across series.

Implications of this research will be on the development of our understanding of behavioural
consistency and victim selection iorhicide, particularly in relation to high risk victims such as
street prostitutes.

Prevalence of violence

Al't i s unlikely that any occupation or |ifest
and gratuitous violence as constantly and completelyasprasut i ono ( Fai r st ei n,
p.171, as cited in Miller and Schwartz, 1995, p.1).



The literature in the UK on violence against prostitugow us that prostitutes who solicit on

the streets are more frequent (Kinnell, 2001) and more at risk than thosevoskondoors
(Benson, 1998, Kinnell, 1993, 2002 cited in Brogksrdon 2006). Of these incidents, 82% of
involved violence, and 37% sexual assaults (Kinnell, 2002). Farley, Baral, Kireman, and Sezgin
(1998) in a larger survey spanning prostitution in teentries (South Africa, Thailand, Turkey,

USA and Zambia) found that 73% had experienced a physical assault, and 62% had experienced
a rape. Farley and Barkan (1998) in a US study of 130 female prostitutes in San Francisco and
reported that 83% had bedmdatened with a weapon, 82% had experienced a physical assault,
and 68% had experienced a rape. Many other studies report similar figures (Benson and
Matthews, 1995; Hoigard and Finstad, 1992; Miller, 1997; Miller and Schwartz, 1995; Silbert
and Pines, 18P).

When violence is experienced, prostitutes list that the most common reasons for a client to
become violent are disagreements over the time and quality of the services given to them, they
try and get their money back, or the clients have been drinki@gd Ne i | | and Bar be
Dodd, 2002 quoted the UK Channel 4 television documentary (Ferguson, 2002) which found that
52% had experienced attacks for no apparent reason, but where a trigger was seen, it was often
related to; sex workers refusing the@ég of sexual services clients wanted (44%), disputes over
money and clients refusing to pay (42%), the sex worker ending transaction before ejaculation
(29%), and sexual dysfunction or delay by client (32%), the last of which could often be related
to almhol use, which in itself is a correlate of violence. In addition, Kinnell (2006) adds
insistence of condom use by street workers as another trigger for violence. Brewer, Dudek,
Potterat, Muth, Roberts, and Woodhouse (2006) in a study specifically loakiclgents who

killed prostitutes, quote arguments over the sex for money/drugs exchange, responses to the

victimés (attempted) robbery of the client, v
the wvictim, t he <clientréesd mnoifs opgrymsyt.i tTuhtee s¢g | itehne
clientés psychopathology (e.g. sexual devi anc

motives, a combination of motives, or more commonly, no apparent precipitating factor.

Benson and Matthews (1995)timeir study also showed that a large proportion (73%) of victims
had often been abused more than once. Similar figures (75%) were found by Miller and Schwartz
(1995). In addition, many studies show that the largest proportion of the violence experienced b
street prostitutes are by clients. Farley and Barkan (1998) report a rate that 65% of violent
incidents were reported to have been by a client. Church, Henderson, Barnard, and Hart (2001)
in a survey of three cities found that 81% of street prostit@psried violence by clients at

some point in their career, and 50% reported client violence within the past six months. In
Canada, Lowman (2000) quotes that clients were responsible-6#%2f prostitute homicides.

But it is not just clients who are &k, but also other people directly related to the work of the
prostitute such as pimps (63%, Miller 1997; 66%, Silbert and Pines, 1982), and their general
vulnerability raising from working on the streets. Silbert and Pines (1982) reported that as many

as 72% of the rapes were unrelated to the pr os
as prostitutes, the rapes tended to be even more brutal and resulted in more injuries. Miller and

! Please note that theirrent study does not look at violence within the sex industry overall, at sex workers as a
general group, nor violence against male sex workers, but focuses specifically on female street prostitutes. For a
discussion on issues of terminology and foclesagesee Brewer, Potterat, Muth, and Roberts (2006)
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Schwartz (1995) showed that 6.6% of their sample had been nmapmtier contexts on the
streets. Other studies report a variety of additional crimes being committed against the street
workers such as money stolen by clients after sexual transaction (56.3%, Miller and Schwartz,
1995), and kidnapping and being held toap (37.5%, Miller and Schwartz, 1995; 38%, Miller
1997).

Prevalence of homicide

At the more extreme end of the violence spectrum, it has been suggested that prostitutes are the
group most at risk for homicide. In Canada prostitutes are 60 to 120 tinreslikedy to be
murdered than noeprostitute females, homicide has been reported to be the leading cause of
death amongst prostitutes (Lowman & Fraser, 1995). Potterat, Brewer, Muth, Rothberg,
Woodhouse, Muth, Stites, and Brody (2004), when comparingitpitestto women of similar
demographic characteristics, estimate that sex workers in the US are 18 times more likely to be
murdered. Overall, Brewer et al. (2006) state that 2.7% of female homicide victims in the US
between 1992000 were prostitutes. Theyso show that in their study of 1,969 prostitutes from
19671999, for whom dates of first prostitution was known in 1,633 cases, 100 died. Of these, 21
were murdered, nine of whom were within three years of their first prostitution act. A further
eight were killed after the three year period, whilst actively working as prostitutes. They
therefore concluded that in their study, the majority of the women murdered, did so as a direct
consequence of prostitution. In the UK, Ward, Day and Weber (1999) egtirtiade the
mortality rate among 402 women attending a GU service for sex workers in Londonl@®85

was 12 times the normal rate for women in this age group.

Adding to this issue, most murders of prostitutes are notoriously difficult to investigate, and
many remain unsolved. Of the 886 cases of all homicides reported for the period April 2001 to
March 2002, 10% were unsolved (UK Home Office, 2002), and of the 53 prostitutes that had
been murdered in the UK since 1990, 69% of the cases were still watlsoaviction by the time
Kinnell wrote her paper in 2001. Reasons for the difficulty in solving these particular cases have
been suggested to include lack of public interest because of a low opinion of the victim, lack of
credible withnesses and an unwilliness by both prostitutes and clients to talk to the police
(Boynton, 2001).

This shows that prostitutes experience not only violence on a day to day basis, but are also more
likely to be killed than any other group. The rest of the chapter will go orpiore why this

may be, and outline some more detailed figures on the nature and prevalence of prostitute
homicides.

As Salfati, Darnell, and Ferguson (2008) stress, it is important to find factors of these homicides
that can be used to help to identifpgtitute homicides and to solve them, notably in relation to

the actions the offender engage in at the crime scene, and the characteristics of the offenders. If it
is found that murders of prostitutes are distinct from other types of murder in generahyhis

assist in both the recognition of particular risk factors for violence, and the investigation of a
prostitute homicide, particularly in terms of identifying dypes of offenders who may be

linked to these specific types of murders.

Defining what castitutes violence against prostitutes, and what we should focus on when
studying this type of violence, is however difficult, notably regarding whether we should focus
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on all violence against prostitutes, or whether we should look at only the violerices tha
committed against them because they are prostitutes. As BGmkion (2006) states, it is often
difficult to decide if a crime against a sex worker relates directly to her occupation. As many
authors (e.g. Benson, 1998; Kinnell, 2006; Pearce andhRd®97 cited in Brook&ordon

2006) show, street workers are also at risk from violence in general due to their lifestyle, and
because they are vulnerable, not specifically because they are prostitutes:@oodds (2006)

also highlight that categorizin the type of violence that prostitutes encounter can be
problematic, such as the example of where a client takes back the money they have paid after
sex. Since consent for sex was given on the basis of payment, some women view this as rape,
others as roldry. As Salfati et al. (2008) stress it is therefore important to identify the
psychological reason behind any of these differences, notably in terms of whether it is this ease
of availability and increased opportunity that makes prostitutes more praig@d& than non
prostitute women, or whether it is because of the type of woman that they are. In other words, are
prostitutes attacked O6just because they are t
prostitutes.

Understanding the violerce against prostitutes within a societal context

Before we look at specific studies that have looked at this specific issue, it is important to first
look at our understanding of prostitute violence from a larger societal perspective as this will
largely quide individual behaviour. A number of authors have put forwards broader theories
about why prostitutes have been targeted as a group within society, by exploring specific
attitudes against prostitutes within society, as well as understanding the viaginst these
women within the context of violence against women in general.

McKeganey and Barnard (1996) in their work consider the link between violence and sex in the
context of prostitution, and highlight certain parallels between the position ofethalef

prostitute and that of women generally in our society. They quote Scully (1990) who noted the
way in which menés justifications for rape a
wo men, and directs O6appr opwhicléxduiles sverysexudliith.at wo
Women who violate this expectation or role, they highlight, are then seen as acceptable and
justifiable rape victims. Miller and Schwartz (1995) also argue that violence against prostitutes is

an extreme form of violence aigpst women in general. Themes that emerged from their
interview with 16 street prostitutes show an enormous amount of rape and violence against these
women and that people often see prostitutes as unrapeable, that no harm is done when a
prostitute is rape, that prostitutes deserve to be raped, and that all prostitutes are the same. They

go on to explain how these themes of attitudes against prostitutes relates to societal rape myths
and how sexual violence in the context of street prostitution illumindesfunctions and
meanings of violence against women generally in American society. In this way it explains how
prostitutes are seen not necessarily as people or individuals that the offender is directly angry
with, but rather a category of woman thablgectified. As Scully puts it very wellfia man 6 s
intent may not be to punish the woman he is raping but to use her because she represents a
category to himdéd (Scully, 1990, p. 138, cited

Miller and Schwartz (1995) in theirawk discuss powerful ideologies that define women (and
prostitutes) as sexual property. There is a fundamental belief that prostitutes are seen as public
property when they give consent to any sexual act through prostitution (Rubin, 1984), indeed
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many of he women in their study, reported that they felt that the client had purchased their body
to use as they pleased. A striking example is when they go on to detail that it was not uncommon
for prostitutes to be picked up, then clients refusing to pay thesn,would rape them, and then
afterwards turn around and pay the prostitute. By so doing, they essentially abuse the woman as a
mere object, and then justify their act of rape by then paying the prostitute, and by so doing
essentially reframing their acs aot a rape.

Kinnell (2006) mentions an important related theoretical issue when she questions why some
men who approach a sex worker displays violence as soon as they are asked to pay, which they
suggestt begs the question whether this person has eear & client previously, since by
definition a client is someone who pays for sex. She proposes that this may show an
unwillingness of certain men to pay for sex, which she suggest may be explained by men
resisting the role as client, or it may go backtioer writings that talk about street workers being
attacked due to common societal attitudes of sex workers as women who deserve punishment, or
are worthless objects.

Mill er and Jayasundara (2001) summari shs t he v
contributes and promotes violence against prostitutes into prevailing attitudes; First is the belief

that prostitutes cannot be raped: AThe fact t
interpreted to] mean that they are available #oixsu a | harassment and rape:
cited in Miller and Jayasundar a, 2001) ; Secor
confusion of sex with violence, rape is defin
Jayasundara, 200 . 46 8) ; Third, the belief t hat APr os

because of t heir violation of nor mati ve expe
Jayasundara, 2001, p.468). They also show that this objectification of the femal@tprasay

not always be based on the individual prostitute herself, but be part of a transferred anger from
another situation with a prostitute that has been generalised to all prostitutes as a group, when
they quote Miller and Satdd whatrworzed sepoited Beh§ helds t u d
responsible for the actions of other prostitutes, i.e. where a client becomes angry with one, but
often take it out on another.

This pervasive bias against prostitutes goes beyond just victimizing them as victimede;io

but extends to how these cases are being investigated, and ultimately being cleared and
consequently treated within the legal system, all of which goes to feed the original attitude
against prostitutes. Miller and Jayasundara (2001) discuss inkbek how the extent of
womenos | egal protection from sexual vi ol ence
the standards of this normative femininity. As they state, in the US, this means being white,
middle class, and chaste. They go on to sagthat because sex workers fall at the far end of

this continuum, some scholars (e.g. Miller and Schwartz, 1995) have suggested that rape of
prostitutes go unpunished, and that due to this bias, prostitutes due not report crimes when they
do happen agast them (Fairstein, 1993). This pervasive attitude towards women in general and
prostitutes specifically, they go on to state, may be a leading reason why violence against
prostitutes go wmnvestigated and unsolved. They site the specific example of dbhthsde

Slayer, a serial killer in South Central Los Angeles who targeted mainly African American
women working as prostitutes, and where the p
public until 10 women had been killed, and specificalbt mntil white women had been
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targeted. Mor eover, early in the investigati
homi cideso (Miller and Jayasundar a, 2001, p .
that Athe sl aylkrat scldoamigng bpepttlkre g$toreets t
in Miller and Jayasundara, 2001, p.469).

Unfortunately, when areas are so caHedeaned up, the knoetn effect has been suggested to

be that prostitutes are displaced to other areashwhey are ultimately unfamiliar with, and for
which they do not have the local information on which clients to avoid due to their known
previous displays of violence, and the negative results is that they are therefore further put at risk
of attack (Kinnd, 2006).

The Risky Location

4
h :

By the very nature of their work, prostitutes, especially those who work on the street, are
susceptible to attack. Regardless of whether or not the prostitute works on her own or with
others, the actual service for which th@giitute is being paid for will usually be between the
prostitute alone and the client (Salfati et al., 2008). The service will often take place in a dark,
deserted location, and usually in a vehicle, outdoors, in alleyways, industrial units, parks, car o

l orry par ks, derelict buildings or country ar
2006). Negotiating for services will often take place through a car window or actually in the car
itself. The violence mostly occurs after the street woddel the client have left soliciting area
(Kinnell, 2006). Being in an isolated spot therefore, with a client who, more often than not, is a
stranger (McKeganey & Barnard, 1996) is a potentially dangerous situation for the prostitute,
and, occasionallyof the client himself. In these situations the street prostitute is also seen as an
6easy targetd6é for robbery as she wil!/l carry
2008).

The Violent Client

As outlined by Salfati et al. (2008), obtaining accurate answer to the question of what type of
individual buys sex from a prostitute is difficult as frequenting prostitutes is often done in secret
and may be associated with feelings of guilt and shame (Sharpe, 1998). According to authors
who have loked into this (e.g. James, 1976; Kapur, 1978; McKeganey & Bernard 1996,
McLeod, 1982; Matthews, 1993; Lever & Dolnick, 2000) the majority of clients are typically
middleaged, middleclass and married, and likely to be in their rtidrties (McKeganey &
Bernard, 1996; Benson & Matthews, 1995; Sharpe, 1998). Indeed, 47.5% of prostitutes regard
older men as safer to work with (Sharpe, 1998) stating that they will not do business with a client
if they look under 30. Salfati et al. (2008) however show thagnel is actually more likely to

be committed by younger clients. With regards to the occupational profile of the clients, three
guarters or more are in full time employment (Benson & Matthews, 1995; Matthews, 1986;
McKeganey & Bernard, 1996; Sharpe, 1998).



Most prostitutes would prefer to service clients whom they know, or at least have done business
with before. However, Sharpe (1998) shows that the majority of clients are not known to the
prostitute when they approach 2)tsbhreem 458%rof bus i 1
prostitutes claimed that most of their clients were complete strangers, whereas 5.6% claimed that

all of their clients were strangers.

Salfati et al. (2008) summarizes that considering therefore that the average number of clients per
day per prostitute ranges from 3 to 7 (Ferguson, 2002; May et al. 1999; McLeod, 1982;

Mc Keganey and Barnard, 1996; Shar pe, 1998) ,
(Ferguson, 2002; May et al. 1999) the prostitute is probably having at leasB Zdrual
encounters with a complete stranger every 2 to 3 hours of their working day. This has a direct
effect on | evel of risk. As OO6Nei || and Barb
more frequent when the client is a stranger than vilgels known to the prostitute. They found

that most violence against the prostitute was unpredictable and happened suddenly. Violence was
also more common when the prostitute was either under the influence of drugs or alcohol.

This violence is however alscommitted by others on the streets, including not only clients but
also pimps, drug dealers, users, and the police and others on the street (Bracey, 1983; Maher,
1997; Miller, 1995). Brook€sordon (2006), in a review of the literature, specifically staébat

this pattern of violence is not culture bound. Indeed, similar findings have been reported in the
UK, Scotland, Canada, and Norway (Cunnington, 1984; McKeganey and Baranrad, 1996;
Lowman and Fraser, 1995; Hoigard and Finstad), and South Africdaithai urkey, USA, and
Zambia (Farley, Baral, Kiremire, and Seizgin, 1998).

However, as Kinnell (2004, as quoted in Brogksrdon, 2006) argues, much less attention has
been paid to questions originally explored by Benson (1998) of who commits the gjoMrat
form it takes, and why some sex workers appear more targeted than others.

Kinnell (1993, cited in Brook&ordon, 2006) stated that the high proportion of attacks ascribed
to clients has led to assumptions that a high proportion of clients aratviblewever as
BrooksGordon (2006) shows, most clients are +varlent, and the majority of violence is
committed by a small proportion of offenders. Based on her study, she therefore concluded that
information about attackers suggest that many are séfealders. Kinnell (2006) in a study of

84 homicides against street workers also shows the vulnerability of sex workers to serial killers,
as do Miller and Jayasundara (2001; D. Linger, personal communication, October 27, 1999, cited
by Miller and Jayasudara 2001). Brewer et al. (2006) provide an estimate when they suggest
that serial murder account for 35% of prostitute homicides, and that all serial offenders were
clients. In the nine different samples they surveyed, they also showed that lone mespetrat
accounted for most prostitute homicides.

In an analysis of the criminal records of 77 clients stopped by the police focrawwbng,
BrooksGordon (2006) found that 63 had a previous criminal record. Of the 44 cases that were
traceable, the age ramgvas 2366 years, with a mean of 40 years. The mean distance travelled
to where they were stopped was 15 miles (however there was no information in the study
regarding where these offenders had traveled from). In looking at not the quantity, but the range
of offences, the type most frequent across the sample was a previous conviction for violence
(21%), followed by theft, handling and shoplifting (20%). Seven percent had previous
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convictions for sex offences. Interestingly, Brogksrdon followed up thesmen, and found

that 11 of them were reonvicted within 23 months after their arrest for kerb crawling. Of these
11 men, six of them were convicted of a violent offence against the person, and one was
convicted for a sexual offence. She therefore tentgto@ncludes that, with keeping in mind the
small numbers, the research suggests a link betweercawting and more serious crimes
committed by only a small number of these men, who are likely to be repeat offenders. Low rates
(8%) of previous convictios for violent and sexual offences were also found amongst men
apprehended for kerb crawling in Southampton in the UK (Shell, Campbell, and Caren, 2001,
cited in BrooksGordon, 2006).

Prostitute Homicide

As has been shown, the literature stresses thatitptes are at a high risk group for homicide,
and clients are the most likely offender.

Of the solved homicide cases of prostitutes studied by Kinnell (2001), where the relationship
between the offender and victim was known, 69% were committed by cli€ntzell (2006)

guoted that judicial charges were brought against 63% of prostitute deaths, 55% of which were
by clients. Similar results were found in Canada (Lowman, 2000), and in the US, in a study on
mortality causes and rates and in prostitutes eRadtet al. (2004) found that homicide was the
leading cause of death of 100 prostitute deaths from-1969, and that of the 21 who were
killed, 9 were murdered while actively soliciting.

However, in order to be able to use this information more effdgtio understand what clients

are the more likely to commit violence, or Kill, a prostitute, it is important to understand this
subgroup against clients in general, as well as the male population in general, and men who Kill
women. In a recent NIJ repdiRoberts, Muth, and Potterat, 2007; Brewer, Muth, Roberts, and
Potterat, 2006) looking further at the characteristics of prostitute offenders in the US, amongst
other issues, looked at the prevalence of clients overall in order to provide a baseline agains
which we may start to compare the characteristics of clients with the general male population, as
well as compare characteristics between violent andiglent clients. The data included
prostitution arrest data from approximately 30 local US jurisalistj and all 50 states. Analysis

was based on men arrested for patronizing a prostitute in several metropolitan communities, and
was compared to the General Social Surveys (GSS), a regular national probability sample
household survey. Results from thesedsts estimated that about3% of local male residents

in large metropolitan areas in the US patronized local street prostitutes during an observation
period of 25 years. These figures they report are almost twice as large as those based on self
reportsin the GSS. They then compared the clients arrested with men in the general population
(as reflected by various social census data), and included a number of characteristics not
focussed on in previous studies. Young men were-@mesented amongst clisnthey were

more likely to be Hispanic (hypothesised to be due to the unavailability eEaramercial

sexual partners), and to a lesser degree Black, had substantially less education, were less likely to
be married, resided closer to their arrest laretj and drove modestly newer vehicles. In a sub
study just focussing on Colorado Springs, they also found that the characteristics of clients of
street prostitutes were similar to clients ofsfifeet settings.



In a substudy identified from an extensiveational search of media sources, Brewer, Dudek,
Potterat, Muth, Roberts, and Woodhouse (2006) and Brewer, Muth, Dudek, Roberts, and Potterat
(2006) also compared clients who assaulted, raped and/or killed prostitute women, with clients
arrested for patrdzing prostitutes in the same jurisdictions and time periods, on observable
characteristics easily assessed by police during an investigation. Results showed that violent
clients usually picked up their victims in the same areas where police arrested &hie
patronizing. Violent clients were however similar in age and distance between their residences
and victim encounter/arrest locations. Violent clients were less likely to be White, drive cars (as
opposed to other motorized vehicles), and have aquacriminal history of miscellaneous

other (nonviolent, nonproperty, norsex, norpatronizing) offences. Men with a criminal
history of violent and/or rape offences comprised a pool that included 40% of prostitute killers
(47% of serial prostitute kirs). In addition, meaningful proportions of clients arrested for
patronizing in two jurisdictions had less money in their possession than the price they had agreed
to pay for sex or carried weapons at the time of arrest, suggesting a potential forevinlenc
clientds interactions with prostitutes.

Kinnell (2006), in a study of 84 sex worker homicides, of which 83 were female, and for those
where age was known, 61% were under 25 years, and the mean age was 24 years, with a range
between 146 years. Thiskge concludes is similar to that from many other studies of street
workers in the UK, but is likely to be not only a reflection of the victim group, but also a
reflection of the fact that street workers tend to be younger theastre#it workers. Of the ces

where it was known, 59% were street workers, of whom 65% were last seen alive whilst
working. At least 63% of the deaths of the sex workers were directly were directly related to the
isolation of their work. Potterat et al. (2004) in their study, quatedean age of death at 34

years.

In a study of 73 homicides of sex workers by Kinnell (2004, cited in BrGukslon, 2006),
showed that 71% were street workers. Of the 46 cases where a suspect was known, 52%
approached their victim as a client. 42% haevmus or subsequent convictions for violence,
including rape, and homicide both against sex workers, and non sex workers, and against both
men and women. Of the (22 out of 35) cases
(2006) study, 49% had prexis convictions for homicide or other violent offences. The majority

(19 out of 22) of these offenders with previous criminal convictions for violence were clients.
Through additional case studies, she further showed that those who kill sex workerodky not
target that group, but often targeted fsmx workers, which raises an additional important issue

of the consistency in victim target, and reasons for the violence by these men. It also raises the
importance of understanding the difference betweegetimen who target only prostitutes and
those who target other women (and men). Although this study has not yet been done on serial
sexual assaults, or on serial homicide, a recent study by Salfati et al. (2008) compared men who
killed prostitutes with memvho committed sexual homicides against 4poostitute women, and

men who killed women but did not sexually assault them.

Prostitute Homicide in the Context of Sexual and notsexual Homicide of NoRAProstitutes

As shown by Kinnell (2001) and Farley and BarKka998), the majority of violence inflicted on
prostitutes is carried out by a client. Assuming that the majority of prostitute homicides are
committed by clients, who are most probably previously unknown to the victim, raises
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interesting questions abotie interaction between the victim and offender. In light of the
literature of societal values of female sexuality and the objectification of prostitutes, as Salfati et
al. (2008) discuss, because the encounter is fundamentally a business one, thayls=d the
prostitute as an object. This would suggest that the act of prostitute homicide would be
fundamentally instrumental in nature. This assumption is reinforced further by the evidence
suggesting that most prostitute homicides are committed bygstsgrwith strangemurders also

being associated with instrumental behaviours (Salfati & Canter, 1999). Also, the evidence
previously outlined, suggests that most incidences of violence against prostitutes are initiated by
the client over disputes aboutney, performance or services received. This, according to the
literature is fundamentally an instrumental motivation

However, as Salfati et al. (2008) go on to say, because of the possibly high aroused state that
some clients are in during the offenffegth in sexual and anxiety terms) responses to insults and
disagreements may involve lack of rational calculation and reasoning; which is mainly the basis

for an expressive act. It is most probably this aroused state that leads to this traditionally
expressive behaviour but it could be argued that in this case it is precisely the aroused state that
makes this sort of emotional behaviour instr.u
necessarily directed at the prostitute as a person, but cedirat the situation, the prostitute is

merely part of the situation and not important as a person to the offender as such. It is this lack of
personal, emotional intimacy between the client and prostitute that would make this sort of
sudden emotional reaon more instrumental than expressive. Indeed,

Block, Devitt, Donoghue, Dames, and Block (2001) suggest that instrumental crimes can have an
expressive component to them, as an example where the offender goes with the aim to obtain
money through burglgr but end up in an argument, which leads to the homicide. This could
also be |ikened to what the police often tern
important to understand the link between the violence exhibited and both the expredsive an
instrumental aspects. More importantly, is to understand this is different between different types

of homicides, and understand how the actions during prostitute homicides compare to these
homicides.

Although we know some of the precipitating circumsento prostitute violence and homicide,
and some details regarding the perpetrator, w
of, nor how this compares to other types of aggressions against women. One of the biggest
guestions remains whether viote against prostitutes is one of opportunity and availability, or
because they are prostitutes, i.e. whether violence against prostitutes is sexual or theft motivated,
or whether they represent specific targets to the offender. To understand violerespeuidlly
homicide, against prostitutes, it is therefore important to understand these crimes in the context
of violence and sexual violence, and particularly homicide, against women in general. Indeed,
there may be an assumption that the murder of stifurte is a sexually motivated offence but

this may not be the case. As in the case of rape it may not be simply just a matter of sex, but
rather an exertion of power. Salfati et al. (2008) specifically aimed to look at this issue in an
attempt to furtheunderstand the nature of the sexual and-sexual violence in prostitution
homicides by comparing them to sexual and-sexual homicides of neprostitute women. In

2 For details on the nature of expressive and instrumental aggression, see Fesbach (1964) and for how this is
exhibited specifically in homicide, see Salfati (2000).
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particular, their study focussed on the issue of whether prostitute homicides can be
corceptualised as persons against whom the offender vents their anger, victims who are available
and vulnerable, or victims who provide an outlet for the offender to obtain sex or theft, i.e. they
compared the difference between the idea that it may be sleecéavailability and increased
opportunity that makes prostitutes more prone to attack, or the idea that it may be type of female
victim that they are.

It is sometimes difficult to distinguish between sexually and-sexually motivated homicide.

One hanicide may have an overtly sexual element to it, whereas another may show no such
evidence but may still be motivated by sexual drives. In some cases it may even be that sexual
behaviours are observed but that the crime was not sexually motivated. Ircaseseit is the

of fender 6s control of the victim, and in turn
the offender 6s sexual arousal . Anot her di ff i
exampl e, cul mi nat es | lvecausd the offendet want®d te elichivatetah p u

potential withess and not because the offender gains any sexual arousal from the killing itself
(Schlesinger, 2007).

In the recent behavioural literature, general murders which include a sexual element to them
hawe been shown to be linked with other instrumental types of behaviours (Salfati, 2000). If

therefore, it is hypothesized that prostitute murders will be fundamentally instrumental then they
would therefore appear to have more in common with sexual muhdgrsiorsexual murders.

Salfati et al. (2008) in their study, looked at 122 homicide UK cases of homicide against women.
Of these, 46 were defined as prostitute homicide cases (taken from Ferguson, 2002). Of the
selected 46 cases 25 had been solvedan.@ffender had been convicted for the offence. Of the

25 solved cases, all were male, and in all but one case, the offence had been carried out by a lone
offender. The ages of the victims in this group ranged frordB7years, with an average age of

24 years. A further 17 sexual ngmostitute homicide cases (selected from Salfati 2000) were
used. Cases were selected to match the prostitution group, and rangedifdahyd#rs, with a

mean of 26 years. Another 59 cases of-sexual norprostitute casegselected from Salfati

2000) were added with a matched victim age range frorf0lgears, with a mean age of 32

years.

It was hypothesized that the prostitute victims would have higher incidences of those factors that
make them more vulnerable to attadkese factors included drug or substance abuse, lack of
experience and being homeless or living rough. Results showed that &< the victim had

a fixed address which included property owned by the victim, rented by the victim or property

that thevictim shared with family, a partner or friends. Of these, 31% took the clients home to do
business. In 71% of the 7 cases where the victim took their clients back home the attack took

pl ace at the victimbs pr opert kindofsabst&ndelbuseh e v i
including drugs, alcohol and solvents. Twetwp percent of the victims had worked for less

than 12 months in the area in which they were killed. Twentypercent of the victims were
working for a pimp, or were forcedtoworkb a partner for their partn

3 All numbers quoted from the origih&alfati et al. (2008) study were based on calculations from the number of
cases that had the information available, and for ease have been modified for the current chapter from the numbers
quoted in the original study by rounding percentages up/doweai@st whole number.

110



The study also compared the prostitute offenct
sexual and nogexual homicides to see if there were any significant differences between them.
In terms of themean offender age, offenders of prostitute homicides were 37 years, compared to
35 years noisexual homicide, and 27 years for sexual homicide. Significantly more prostitute
homicide offenders (74%) had pcenvictions for violent offences compared to botdn-sexual

(32%) and sexual (18%) homicide offenders, again showing the greatest difference between the
prostitute homicide offenders and the offenders of sexual homicide gdrostitutes. However,

of the three groups, prostitute homicide offenders wileeeleast likely to have previous ron
violent offences (20%), compared to sexual offenders (41%), andexaal homicide offenders
(81%). In terms of the question of whether the offenders of prostitute homicides bring with them
a previous criminal expemnce in the realm of sex crimes, it is of note that prostitute homicide
of fenders in Salfati et al -cdngctiond far seyual afferscces h a d
compared to nosexual and although not to a significant difference, also more gbanal
homicide offenders. Of further interest is the fact that with soliciting being classified as a sexual
offence (Home Office, 2000), the data showed that 41% of the prostitute homicide offenders held
such convictions, compared to 18% of sexual ando®%onsexual homicide offenders. non
sexual (27%) and sexual homicide offenders (29%). Other results by Salfati et al. regarding the
characteristics of the offenders showed that 44% of the prostitute homicide offenders were
unemployed at the time of theiffence compared to 42% of ngexual homicide cases and 29%

of sexual homicide cases. In addition, 25% of the prostitute homicide offenders were married at
the time of their offence compared to 75% of +sexual homicide offenders and 59% of sexual
homidde offenders.

As much of the general literature on homicide stresses the importance of cifetider
relationship to understand homicide, Salfati et al. also compared this aspect between the three
groups, and interestingly found that the 3 differeri-groups of homicide each had their most
likely offender coming from a different category of victim/offender relationship. The prostitute
homicide offender was most likely to be a stranger to the victim (54%), whereas this was less
likely in sexual homicigl offenders (23%), and even less likely in-serual homicide offences

(7%). Indeed, when the homicide is of a{semual nature (76%) the offender is likely to be in,

or has been in, a relationship with the victim, compared to 25% of prostitute homacidds %

of sexual homicide cases. However, when the homicide was of a sexual nature the offender was
most likely to be an acquaintance of the victim. This was the case in 59% of all sexual homicides
compared to 17% of the prostitute homicides and 14%&exual homicides.

In order to test whether prostituteomicide crime scenes are in some way physically different
from other female victim homicides, Salfati et al. analysed key crime scene variables pertaining
to the key group of variables highlightedthe literature to pertain to risk factors and homicide.

Location has been shown to be closely related to the risk factors of prostitute homicides.
Variables that occurred more in the prostitute murders as compared to the other two groups,
included the loation variables of transporting the victim away from the original crime scene

after death, leaving the body of the victim outside, and hiding the body of the victim. Conversely,
those variables that occurred less in the prostitution murders includechéeétve victim at the

same scene where they were killed, or at t he
daylight. Thus, overall, Salfati et al concluded that prostitution homicides were more likely to
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include variables linked to covering up themea and delay the investigation. This difference was
however stronger when compared to +smxual homicides than when compared to sexual
homicides, which is interesting considering that prostitute homicides were found to be generally
more different from seal homicides when looking at the characteristics of the offenders.

In terms of sexual or theft related activity, 42% of prostitute victims were found completely
naked, compared 18% of sexual and 8%-sexual homicide victims. In terms of the actual
sexud activity, 14% of prostitute cases and in 6% of the sexual cases an object was used to
sexually penetrate the victim. In 52% of prostitute homicide victims, property was stolen from the
victim suggesting a link between robbery and the crime. This wasrhigan for both sexual
(35%) and norsexual homicides (10%).

In all 3 types of cases the two most frequent wounding actions were those of a manual nature and
multiple wounding. Both prostitute and neaxual victims were more likely to have multiple
injuries. Whilst multiple wounding was the most common type of wounding between both
groups, within group figures suggest that prostitutes were more likely to be injured in this way
than were noisexual victims. Considering that multiple wounding is highly eissed with
expressiveness and impulsivity and has been linked with both known victims, and an emotional
element, this finding is important in understanding the nature of the violence in prostitution
homicides, and adds evidence to prostitute victims plysBeing either vehicles through whom
offenders vent their general aggression or aggression related to other prostitutes other than the
victim herself, or a target in of themselves. In either case, As Salfati et al. (2008) suggest, these
first wave of reslts suggests that the level and type of violence may important to understand
these cases.

Overall Sal fati et al.o6s (2008) study, -in col
groups, shows that although the level of violence and types of sdame behaviours is similar

to that of norsexual homicides, the characteristics of the offenders are more like those of sexual
homicide offenders. In this way, prostitute homicides may be started to be understood as a
violent crime like general homicidedowever, they may be committed by a more instrumental
subgroup of offenders as the general literature on prostitution violence has also shown.

I n accord with the gener al |l iterature on vi ol
shows that n a large proportion (14 out of 19) of offenders who had previous violent
convictions, 6 involved a preonviction for at least one murder. With figures as high as these

they suggest that it is likely that a prostitute will come into contact with cligtitsvislent pre

convictions on a relatively regular basis. Indeed, in one prostitute homicide case in their study,

the victim had had sex with a client who had previous convictions for attempted murder and
serious sexual assaults on women, in the same agybhe was killed by another client who also

had previous convictions for attempted murder.

The evidence thus suggests that men who assault prostitutes have convictions for assaulting
other women as well, which in turn backs up some of the generalditerhighlighted at the

start of this chapter, which suggests that violence against prostitutes may be considered as part
of a continuum of violence against women more generally, and not just against prostitutes
specifically. This now needs to be furtlevestigated and analysed to test the assumption that
offenders are consistent in their behaviours at one level and across situations and is the first step
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in being able to make inferences about the nature of prostitute homicides, and the specific
characteistics of the offenders responsible for these crimes.

The Study

This presentation will outline the ongoing study which aims to look at prostitutes as victims of
serial homicide.
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DiscussionNotes

Nicholas Libby
Friday, June 8, 2007
Session 4: Parameters of Serial Murder

Paper 1: Kristen Welch AOQOutl aws, Angels, & Ba

Vance McLaughn: Your database, one thing that might be overlooked: what about people who
employ farm labor minorities and do not pay them and decide to kill them or kill people who
tried to leave before they completed their work.

Kristin Welch: We have one exampléaomodern family who did that sort of thing on their

ranch.

Dwayne Smith: Is Henry Lee Lucas in your dataset?

Kristin Welch: Yes

Dwayne Smith: How many victims do you count?

Kristin Welch: | have a listing of a suspected number, about 100, and a cahficmmdbder of 10,
which were his convicted ones. He confessed first of 600 but it kept going down. For the
confirmed numbers | only counted the ones the killer was convicted of.

Paper 2: Amanda Farrell, Robert Keppel, Victo

Mar k Zel i g: | 6m wondering, do you have any gu
have behaved like these women offenders but we are blinded to them?

Kristin Welch: There are some that we have found but generally the traits of offendensdcae ge

linked such as where offenders are comfortable killing, etc.

Lin Huff-Corzine: Did you include women who killed unwanted children?
Kristin Welch: There were some but not included in the primary sample
Lin Huff-Corzine: This is a big business.

Kristin Welch: There were some.

Marieke Liem:- To what extent did you relate serial killers with multiple kilters
That 6s mass, and | defined that as different

James Alan Fox: How did you choose your cases?
Kristin Welch: Random from thever 52 that | found in the reading | did.

Kathleen Heide: Can you say more about those who killed husbands vs those who killed
husbands etc?
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Kristin Welch: I woul dndét feel comfortable di
break it downmto intimate partner killing and children killed by parents, etc, but there are also

cases where a woman would kill off a husband and all children so nobody else could share the
estate

Kathleen Heide: How far back did you go?

Kristin Welch: As far back alscould.

Candice Batton: Do you think patterns may emerge if you look at more than 10?
Kristin Welch: If | could get funding and opportunities to do more complete research in
vicitimology, autopsy reports, hguolice reports

Paper3iGabri el l e Sal fat:i ifStreet prostitutes: Hi

Darryl W. Roberts: There are a couple of people at Johns Hopkins that are looking at prostitutes
from a nursing perspective. Jackie Campbell is looking at it and sHd ex@ue that sexual,

control, and violence is all part of the same thing.

Gabrielle Salfati: Most of the literature says the reason prostitutes are targeted is that they are
seen as oOobjects and they havenoétandrmdempeethain t h e
as objects that are property, not persons. They get paid and they can do what they want to them.
What | want to do is investigate why they do what they do, how do they target them?

Tina Jaeckle: Will you be breaking this down in raciaégaries?

Gabrielle Salfati: Yes, we will be doing this in South Africa as well to understand a
racial/cultural component because their trends are much different than the US. Anecdotally this
all comes back down to the issues of equality and sexual dioggdin and if you do not

conform to traditional sex roles and you are on black on top of that its even worse.

Kathaina GruenbergCan you differentiate between prostitutes on and off the job?

Gabrielle Salfati: Yes and the literature suggests prossitate vulnerable on and off the job
because of the lifestyles they lead. They are drug addicts and they associate with dangerous
people even off the job. Even when home they encounter risk because of clients who know
where they live.
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Chapter Six:
Sessbn 5: Media Portrayals of Homicide

Moderator: Candice Batton

Media and Crime: Towards a NEO-Realist Position.Gary Jensen, Vanderbilt University.

Slain and Slandered: A Content Analysis of the Portrayal of Femicide in Crime NewRae

Taylor, Universityof Central Florida.

The Schizophrenic New York Times Christa G. Polczynski, University of Central Florida.

Discussionrecorded by Katharina Gruenberg
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News and Cr-Rameel:i At i NRReor specti ve

Gary F. Jensen
Vanderbilt University

Abstract

Social costructionists give the impression that there is little or no relationship between media
coverage of gang violence and actual violence nor between media generated panics about
cocaine use among athletes and measures of cocaine use. The evidence presewcted fo
arguments has been citations to general patterns with no attempt to apply quantitative methods.
The current paper concentrates on 1) the relation between newspaper and magazine articles on
gangs and both F.B.l. supplemental homicide statistics g garders and survey data on gang
violence and 2) news coverage of cocaine use among athletes amgseh of cocaine use. In

both instances the correlations over time are consistent with the view that the media response
lags behind temporal variatisn i n vi ol ence and dr ug -rueseel.i sTthee a
position on the link between media coverage and these two crime problems and illustrates
problems with uncritical acceptance of social constructionist arguments.

The most popular perspective in sociology dealing with the processes and dynamics
involved in 1) the delineation of a fAsocial p
people as a probl em encomp@aabrs3ead the favoredo me fide vi
foundation justifying qualitative epistemology or methodology is commonly referred to as social
constructionism. A very simple definition of social constructionism in the study of deviance is
expressed i n Rubi(20@ht1d)statemend thalsociahdorstrugtionsts take
deviance as fAsubjectively problematicodo as opp

One of the most common types of evidence used to highlight the constructionist position

is any indication of atenuousorfab cat ed fAreal i tyo as the i mpetu
defining problematic people, or applying definitions and labels to specific people. In fact, the
most i mpressive Adeconstructiono of a probl em

the alleged realty is a fabrication or a dramatic distortion of some real world events. Socially
constructed myths can be exposed when information on the actual events that prompt the moral
enterprise defining a problem can be shown to be andraenatiation or an overeaction to
those events.

A common research theme in constructionist research is to examine the role of the media
or the use of the media by various interest groups in the invention or definition of a social
problem. Social constructiosts can make a strong case for their view by demonstrating
disparities among measures of reality and the amount of moral enterprise or media attention paid
to it. For example, Shelden, Tracy, and Brown (2001: 3) state that data eretsiad articles in
newspaper and magazines fAdemonstrates that m
conform to reality.o The specific pattern | ea
coverage fiin recent years, 0 coupdaaddthewimben fst e
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of gang memberso in Asurveys of | aw enforceme

interpreted as declining in one source of subjective imagery while remaining constant, or even

increasing, using data ipwedimealti tty. an al tern
I n fact, the concept of a fAmor al pani co wa

encompass situations where the public, political, and media reactions to a troublesome event or

Aprobl emd appears to far bangesiretde magnieudeafdhe u a | ma

problem (GoodeandBeie huda 1994). The rediscovery of th

depicted by McCorkle and Miethe under the rubridRaiic: The Social Construction of the

Gang Problen2002) and their analysis emgizes the fabrication of many aspects of the

problem.

The Current Investigation

This paper takes the relation between unde
phenomena and media attention to a problem as problematic. From an extreme constructionis
perspective there should be little or no relationship between alternative ways of assessing
variations over time in the magnitude of a problem, including media attention to the problem,
assessments of the problem in data compiled by agencies, and sttetngtk problems using
survey data on involvement in problem behavior. A modest relation among alternative measures
would be support for a contextual constructio
strong relationships would be consigtesith a strong realist conception. If the magnitude of
attention over time corresponds very closely with evidence that can be interpreted as tapping an
underlying reality, then social constructionists need to specify the properties of problems that are
best explained by that perspective or to reject the relevance of that data to adjudicating among
the three positions.

Gang News and Estimates of Gang Activity

The analysis will concentrate on the relation between newspaper and magazine articles on
gangs ad gang activities using the data cited in Shelden, Tracy, and Brown (2001: 3) as
measures of gang news. Although there are no
reports that would allow any statements about the magnitude of gang involvemdohgver
spans of time, the Monitoring the Future surveys have asked high school seniors to report the
number of times they were involved in altercations where one group of youths got into a fight
with another group. Such data do not include dropouts orgealétail on the meaning of group
fights, but we can compare the variations over time for these survey data with the estimates from
FBI youth gang murder rates from F.B.I supplemental homicide reports and estimates based on
the National Youth Gang Survegammarizing police estimates of the magnitude of the gang
problem.

Equations based on these four estimates of the gang problem are plotted in Figure 1.
Several observations about patterns over time are suggested by the four different sources of data.
First, the FBI and selfeport data followed nearly identical paths, both accelerating from the mid
1980s to the mid 1990s and declining thereafter. Second, gang news stories follow a similar
pattern, but Al ago behi nd tahdeseltepor datd.Newsn event
stories peak a year later. Finally, the police estimates follow a similar pattern but with an even
longer lag, peaking in 1997. It is true that the police estimates do not always coincide with
Areal ityo but aripatgrn odes time with b dewlineavidericad by the late
1990s. It appears that those agencies had a delayed response to real events with little evidence
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that they created a panic for the sake of ratings or budget increases.

Figurel
Gang Newsand Three M easur esof
the Gang Problem

U U U
1985 1990 1995 2000 2005

FBI YOUTH GANG MURDER RATE

------- SELF REPORTED GROUP FIGHTS

———— GANGNEWS

—-—-- POLICE ESTIMATES OF GANG MEMBERS

Summary
This analysis sugests that examples typically presented as evidence of moral or social
panics with tenuous |links to any fAreal 06 measu

problematic. For the gang problem, there are meaningful lags between different measures, b
the temporal patterns are very similar. Temporal variations in F.B.l. reports arepseté of
group fights are very closely related with no lag, suggesting that they are both measuring
behavioral dimensions of the gang problem. The same tem@ttairpis found for gang news,

but such news lags behind the behavioral dimensions of the problem. Finally, police estimates
appear to lag behind both the behavioral measures and the news. It may be that the temporal
patterns in police estimates reflect thews coverage with a one year lag. If that is the case, the
behavioral data lead to a prediction that the next round of surveys of police estimates will pick
up the upturn reflected in the MTF and the F.B.I. data. At any rate, it is time to begin ginailen
perspectives that pay little attention to actual data when depicting crime problems as artificial
panics.
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SLAIN AND SLANDERED: A CONTENT ANALYSIS OF THE PORTRAYAL
OF FEMICIDEIN CRIME NEWS

Rae Taylor

University of Central Florida

ABSTRACT

The pesent study consists of a content analysis of crime news to determine how femicide
victims are portrayed. Research suggests that public perception, predominately shaped by the
media, leads to individual attitudes and behaviors and that it is therefessagcto determine
how femicide is portrayed by the media in order to begin to change existing faulty perceptions
about femicide and femicide victims.

The analysis consisted of 292 domestic homicalated articles published by one
newspaper from 199 2000, with femalgerpetrated incidences used as a control in the
analysis. The fivgear time frame and the metropolitan newspaper chosen allowed for a much
more comprehensive analysis than similar studies. The data were analyzed to determine a
numbe of factors, including effects on newsworthiness, context revealed, and patterns of victim
blame. Various findings in existing literature were supported by data in the present study.
Additionally, an interesting dichotomy concerning victim blame emefged the analysis,
suggesting victims are blamed both directly and indirectly for their own femicides. Direct tactics
include using negative | anguage to describe t
report past incidences or cooperate witbsecution as contributing to her murder, and
highlighting her actions with other men, such as actual and suspected infidelity while married,
being seen with another man, being found with another man when killed, and being the mistress
of the killer as ontributing to her murder. Indirect tactics include using positive, sympathetic
|l anguage to describe the perpetrator, highlig
emotional problems, discussing the mdbosupnesmdsalf
or physical problems, and describing domestic violence in terms that assign equal blame to both
the victim and perpetrator.

SUMMARY OF THEORY, METHODS, FINDINGS

Feminist Theoretical Framework

Men may resort to violence against their fematamate partners to maintain power and
control over their partners. In these events, the media may exonerate these men through victim
blaming coverage, which also may encourage such behavior (Lowney &Best, 1995; McNeill,
1992; Meyers, 1994; 1997). Accomdito researchers, this treatment of women by the mass
media is a fundamental problem in society, as it is the mass media that truly educate the public
on social issues and transmit these messages intergenerationally (Tuchman, 1978). Thus, it is
primarily the media who perpetuate harmful myths and stereotypes about victims of violence
against women (Byerly, 1994; Meyers, 1994; 1997).

While the research on femicide has been firmly established in the literature, certain areas
have been neglected. Spedalflg, the manner in which the media portray these victims and
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perpetrators has remained under studied (Meyers, 1997). Furthermore, while the notion of
femicide has been established in the homicide literature, it is essentially nonexistent within the
mediacommunity. While there are various definitions for femicide, all based in a feminist
theoretical framework, (i.e. Caputi and Russell, 1992; Radford, 1992), the definition offered by

Dawson & Gartner (1998) wil | ibgeofwoseabyamale t he ¢
inti mate partneréeo (p. 383).
Methods

In this study, newspapers were selected for content analysis of how femicide victims are
portrayed in the media. Similar studies have been conducted involving analysis of a relatively
small nunber of newspaper articles (i.e. two stories) for a short period of time (i.e. six months)
(Chermak, 1995; Meyers, 1994); however, the data collected for the present study were from one
newspaper for a firgear span (1995 to 2000), thus allowing for a tantglly larger sample
size. The current study incorporates analysis of both the manifest and latent content in the
newspaper articles. Frequency statistics as well as moepih text analysis for concepts such
as tone (i.e. victinblaming, sympathét) are utilized. In addition, detailed examples are offered
for each el ement of | atent analysis to substa

Sample Frequencies

292 articles were retrieved

150 = maleperpetrators/female victim

18 = femaleperpetrated/mal victim

27.3 % (n = 41) of malperpetrated = murdesuicides

5% (n = 1) femalgerpetrated = murdeuicide

*1 article involved a samsex couple (male)

57% (n = 166) articles were one of a multiple series on the same incident

Findings

Beginning with wctim-blame, the articles in the present study presented no exception to
the tendency of the media to blame victims for their own victimization. Authors of the articles in
the current sample managed to discredit or altogether blame victims using s@thamlsnsome
with direct and others with more indirect approaches. The direct approaches included the
language used to describe the victim, both in adjectives and in behaviors attributed to the victim,
attributing the vi ol atmgpeevidusviokeriteand/or mottcoopedatng | a ¢ k
with the prosecution of the perpetrator in prior offenses, and highlighting when a woman had an
affair, had been suspected of infidelity, when the woman had been in the company of another
man during the inciddg, or when the woman was the mistress of her killer. Some of the more
indirect approaches used to cast blame on victims and/or exonerate perpetrators included
adjectives used to describe the perpetrator, behaviors attributed to the perpetrator, @istlosur
mental, physical, and emotional problems of the perpetrator, disclosure of mental or physical
problems of the wvictim, discussing the perpet
describing a history of domestic violence in neutral terms assign equal blame to both parties
for past incidences of violence or for the troubled state of the relationship as a whole.
Conversely, articles pertaining to femglerpetrated incidences contained very little victim
blame compared to stories where &es were the victims. While four of the femalerpetrated
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stories in the sample did make mention of the fact that the perpetrator had been abused by the
victim and two were clearly incidences precipitated by the victim, the majority of these stories
were void of any of the victim blame tactics described in referemosaleperpetrated

incidences. A summary of the victiblame dichotomy can be seen in the table below.

Dichotomy of Victim Blame

| Direct victim blame tactics
1 Negative language used tosgebe the victim

T Highlighting the victimbébs choice not to re
murder

T Highlighting the victimbs decision not to
her murder

1 Highlighting her actions with other men,cuas actual and suspected infidelity while
married, being seen with another man, being found with another man when killed, and
being the mistress of the Kkiller

\ Direct victim blame tactics \

1 Positive, sympathetic language used to describe the perpetrator

f Hghlighting the perpetratoro6s mental, phys

1T Discussing the couplebds financi al despair

T Highlighting the victimbs ment al or physic

1 Describing domestic violence in terms which assign equal blame to both the victim and
perpetrator

In addition to the central focus of victim blame and the relevant new contributions to the
literature, the current study serves to support various findings reported in existing literature on
the portrayal of femicide victims by the news mediar &ample, the current analysis revealed
that members of the criminal justice system are the most heavily relied upon of the sources
referenced in the articles. When an article is based on the report of an incident, responding
officers and detectives atlee most common source for information. When an article is based
upon the judicial proceedings stemming from an incident, prosecutors and defense attorneys are
the most common sources for information. In addition to the criminal justice system personnel
various other sources are referenced, though not as frequently, including friends and family
members, cavorkers and neighbors of the victim and/or perpetrator. Quotations from these
sources, however, were usually featured in follgwstories on an imdent or in the judicial

process. This is presumably due to the fact that reporters have to take the most readily available

information on a story, which is largely available through police, and run with it in order to meet
deadlines.

Existing literatureon the topic suggests that while victim advocates would be the best source
of information about victims and their plight, advocates are rarely regarded as worthy sources by
the media (Benedict, 1992; Byerly, 1994; Jones, 1994; Meyers, 1997). The cugnt s
supports this c¢claim, as there was only one
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was sought. This article was relatively lengthy and the history of domestic violence was well
document ed. An advocat e fadworkedavithlthe cicirh waw o me n 6 s
qguoted briefly about how she had been abused by her killer and how she feared he would kill her.

The context of a relationship was commonly referenced in the articles. The sources most
often cited for information concernirggntext included police, family and friends of the victim
and/or perpetrator, eworkers and, in the judiciaklated articles, attorneys for both sides.

Context references included a history of domestic violence and marital problems such as
impending dvorce and custody, financial problems, and infidelity. On the other hand, several
articles featured the context of the relationship as seemingly peaceful and happy, according to
sources close to the family.

On the whole, the current study serves tofogoe various findings reported in existing
literature on the portrayal of femicide victims by the news media, while identifying some new
areas as well. One basic theme of existing literature with regard to the portrayal of victims is
that the news mediand to blame victims for their own victimizations, and the present study
produced findings consistent with this theme. Additionally, these findings support literature
from feminist theorists who contend that the tendency of the media to cast blamenos @ic
femicide for their own deaths presents a significant barrier to social change concerning femicide.
The exception found regarding victim blame was in cases where the incident was female
perpetrated. Very little victim blame was revealed in th@sgqular articles.

The present study is both a contribution to the body of literature in existence on the topic of
femicide, as well as a stark reminder that victims of femicide are often blamed for their
victimization through the news media. As feminigeorists contend, this faulty portrayal is then
filtered into the perceptions, and thus, attitudes and behaviors of members of society. Through
this process, the problems associated with this portrayal, including the occurrence of femicide
itself, is anly perpetuated. It is crucial to develop this area of study, as it is perhaps the
cornerstone to change with regard to impacting femicide rates.
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The Schizophrenic New York Times

Christa Polczynski

University of Central Florida

Introduction

In the heory of social construction of reality, Berger and Luckmann (1966) explain
that reality is formed by reoccurring events. Crimes are reoccurring events, in that although
they do not happen exactly the same way, they are similarly reflected in newspalesrtar
catch a readerods attention. Often articles
murder) leading readers to perceive that these crimes occur more often than they do and/or
more often than other types of crime, such as larceny. Mangstindpast years have
focused on the veracity of the crime information in newspaper articles; in general finding that
news reports do not correspond to the crime statistics.

In this paper, | take a step beyond earlier studies on the media and crinsyayngrthe
reoccurring reports of drivey shootings through thidew York Timemcident reports and
thematic newselated articles to determine whether these events as portrayed are consistent.
Vasterman (2005) uses similar titles for differentiatintyeen articles. Incident reports are the
articles printed on an actual event, in this case a-tjv&hooting. The thematic nemslated
articles are those which focus on the theme of dsiwshootings, but are based on opinions, e.g.
editorials, crimevave reports, etc.

In reading the articles from tidew York Timeghe difference in crime portrayals
between the incident reports and thematic neelated articles became apparent. By using three
parameters (offenders, victims, and causes of the )eteediassify driveby shooting incidents, it
became even more evident that published articles on-byighootings are not consistent.
Methods

TheNew York Timewas my source for this study, because of its availability through the
InfoTrac OneFile Datadse and its coverage of national nemmthy events. To obtain the
articles for this study, many trials of combinations of words were used to find the most
comprehensive results. After many trials with key words, | concluded that the most accurate
searchwas returned with the key wordsive-by shoot* murder This search which produced
165documentsvas completed through all articles over the available time period of 1857 to
2003 The 165 articles were then pared down to 54 articles which all reldtiwedoy shootings
and have the word murder mentioned in them. These articles ranged from news stories and
notifications of policy implementations to book reviews and letters to the editor.
Analysis

| performed some quantitative analyses to determirettvein newspapers reports are
consistent. In the 54 articles | reviewed for information relating to offenders, victims, and causes
of drive-by shooting, | found that 11% (6) of the articles reported an opinion of the parameters of
drive-by shootings, 65%36) reported on actual parameters in dityeshootings, and 24% (13)
reported both on actual parameters and opinions of-bg\shootings. The articles range in date
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from 1987 to 2001, with 1999 being the year with the most articles published abetydriv
shootings.

One of the major implications of drixey shooting are the opinions that the victims as
well as offenders of driveys are more often children and/or youth. | completed two-cross
tabulations testing this hypothesis to show the totadlent reports and thematic nensated
articlesclaims about offenders and victims, specifically focusing on the aspect of age.

Fifty-six percenbf thematic newselated articles project children/youth to be the
offenders of driveby shootings, whiléhe incident reports actually identify that 69% of the
shootings are committed by adults. Victim is more evenly presented than the offender. The
notion that victims in drivéoy shootings are children/youth is held by 50% of the thematic-news
related artles, while 47% of reported articles write that the victims are children/youth- Fifty
three percent of victims written about in incident reports are adults, yet adults are never
mentioned in thematic newslated articles as victims. The findings provsdgport that articles
perceive children/youth to more often be the victims of violent crime while adults are actually in
the majority.

| also analyzed the articles by a qualitative method of content analysis to give the
statistics a more rounded and 8ot view of the inconsistencies displayed byNssv York
Times One way to catch the attention of the reader and cause the reader to question her/his
probability of becoming a victim is to describe the victim as innocent or as someone who is not
relatedto the situation, i.e. a person who is in the wrong place at the wrong time. Questions of
who commits the crime and blaming of groups are faulted with the violence. Numerous types of
people, such as gang members and drug dealers are blamed with quyrtimese horrendous
acts which take the |l ives of young fAinnocent

Offenders of driveby shootings reported in tidew York Timeare often mentioned by
their age and association with groups or illegal dealings. Offenders are rarely desgthd b
race, education, or occupation. Race is only mentioned three times relating to the offenders and,
of the three times, it is mentioned twice in one article which contradicts itself. In the article
journalist Erik Eckholm provides his opinion offefiders for which he has no verification. In
fact, within the same article a gang member contradicts Eckholm.

The frequency of offenders listed as gang members and drug dealers in thematic news
related articles far outweigh the number of times an intidguort identifies the offender with a
group or illegal dealing. As for offenders relating to drug dealing, none of the incident reports
report the offender as a drug dealer, compared to three thematicalated articles which
make reference to theide-by shooters as drug dealers. Out of the entire incident report articles,
only half mention the offenderdés connection w
offender as a member of a group which is not a street gang is a white suprenacist
accordance with most of the information discovered in the analysis, just as victims and offenders
are not portrayed by incident reports and thematic frelased articles consistently, neither are
the causes of drivBy shootings.
The causeofvibence in this incident -ofeportsiBsaotar
guoted in any other article. Numerous other reasons are given, however, for the motivation to
kill in these articles, from turf wars and drugs to arguments and random violemaecidéent
reports, most of the driviey shootings are attributed to rivalry with another gang and arguments
with the victim.
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Even with these quantitative and qualitative analyses, questions are left unanswered:
Who are the victims? Who are the offen@ei/hat is the root cause of the violence? It is
impossible to tell. The reliability of thdew York Timeen driveby shootings for parameters of
victims, offenders, and causes of violence is simply absent. Currently, there is no way to verify
whetherthe incident reports or the thematic newkated articles are correct in their portrayals of
drive-by shootings, because there is no national database which identifies homicides as resulting
fromdriveby shootings. From t Niew praop&r Twhmaets 6i arler
inconsistent in reporting about driy shooting offenders, victims, and causes of the crime.
Due to the fact that these portrayals are inconsistent | surmise that at least one, and possibly both
incident reports and thematic nevedated articles, are misleading in their accounts of eiye
shootings.
| also contend that the media do not produce consistent information about issues/events.
The majority of society has only the popular media from which to gather its informatibe; if
New York Timesone of the largest national newspapers, is not consistent, it is not surprising that
society has little to base its information of driwe shootings on, let alone how to address the
problem. | assert that those who are responsiblefore pr i nt medi a are the
of information about drivdy shootings; therefore, law enforcement and justice departments
with the media outlets should strive to provide the general population accurate information
relating to crime, by puttg aside their individual agendas. Those responsible for the print
media should focus their efforts to inform and educate the interested reader about current issues.
Although the incidence of drivlky shootings has seemed to subside in some areas, still
much of the phenomenon is unexplained. This is a vast hole in the research literature that
obviously cannot be filled by the popular media. To further research this subject, a national
database of drivby shootings should be constructed and usedtbwerit he accur acy of
portrayals, because it is from the portrayals that readers base their knowledge. The extent of
knowledge can be greatly expanded through basic analyses by means of addiby drive
shootings as a descriptive variable to the haeiceports kept by the Federal Bureau of
|l nvestigations, similar to what the Center fo
Reporting System will contain in 2007, to determine information similar to that found by Hutson
et al. (1994) and Sugarmann axewth (2007). This content analysis should be the first step to
many more analyses and writings about dbyeshootings to inform the interested reader on the
workings of driveby shootings, which will in turn lead to discussions on how to address the
problem.
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Discussion Notes
Recorded by Katharina Gruenberg

Gary JensenMedia and Crime: Towards a NEO-Realist Position

Marc: The best estimate of gang activgyhe FBlestimaté
Gary: Interesting that FBI and seHdport show theame trends.

Marc: What about the recent upward trend?
Gary: Yes there is an upward trend. Why, |
panic and construction.

Amanda: Are police refusing the problem?
Gary: No, first assess whether it is alreroblem, then hit hard. By the time police get a good
estimate it is not accurate anymore.

Darryl: Patterns seem to start coinciding. Time decrease due to internet?
Gary: Maybe, we will need to see if they actually will coincide.

Gary: Cocaine usend moral panic: use kept going up in news when already down in data: real
problem with the lags.

Chris: Answer Marcds question!
Gary: | predicted that the lags would continue. This is not a prediction to the problem itself but
the police estimates accamg to the equations.

Davi d: Looking form the policebs point of
the self report less accurate than the police?
Gary: 1) Correlation between FBI and survey estimates, so no false measure.

2) In gang research the same questions as the police so fairly objective survey and no incentive

for false reports.
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Rae Taylor: Slain and Slanderd: A Content Analysis of the Portrayal of Feminice in Crime
News

Roland: Any idea why the reporter blames theime
Rae: Similar studies show an embedded attitude in the society.
Possibly not intentionally, just overall attitude, especially in more indirect ways.

Chris (female): What degree reports blame victim and what are the sources?
Rae: Big issue: use okpsonal information. Combination of talking an editing.
Family members, etc all talk naively about the story.

Jamie: Naive vs. good story?
Jamie also criticizes the mixture of editorials, reports and letters.

Dwayne: Was that one newspaper?

Rae: Yes:

Dwayne: can vary between newspapers, so Chris question depends on the readership. Try to
expand your sample.

Rae: This is not an attempt to generalize.

Kathleen: What type of paper or readership?
Rae: NWs metropolitan >250000 big paper, not NYT.

Delabas; How many authors and what is their gender?

Rae: No information on gender, more than one reporter. So no way of figuring out whether there
is a bias from one certain reporter.

Vick: Femicide versus other victims: depends mainly on readership.

Dew: Sory can be partially negative but still sympathetic, need balancing.

Vance: NP Rep
Deadlines, crim. Justice starters. What you can do with the story.
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Christa Poczynski: The Shizophrenic New York Times

Roger: Newspapers were designed to refleeta | i t vy, but suicides etc
the news.

Jay: Problem But people think they do.
Darryl: NY daily and NW are used as historic information.
Jamie: op.editors, op eds. Freelance whoever, whereas news a lot of the findings maw by due t
differences in people subject to op.eds.:
Crossclassification whether news or opinion.
What is an opinion? As soon as a quote appears.
Roland and others: Discussion whether name of paper could have been mentioned.

Joe: Newspaper as well as our datthe first draft of history.

Amanda: Police department kept only newspaper portrays.



Chapter Seven:
Session 6: Refining Homicide Research

Moderator: Gabrielle Salfati

Dial M for Missing: An Enhanced SHR Database Adjusted for Item and UnitMissingness

James Alan Fox and Marc L. Swatt, Northeastern University.
Defining and Scoring Random HomicidesGeoffrey Li, Statistics Canada.

The Darfur Genocide: Implications for International Homicide Research Tina Jaeckle,

Flagler College.

DomesticHomicide 1 Suicide in the Netherlands: Methodological ConsiderationdMarieke

Liem, Utrecht University.

Discussionrecorded Rae Taylor
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Dial M for Missing : Multiple Imputation of the Supplementary Homicide
Reports, 1976-2005

James Alan Fox and Marc att
Northeastern University

ABSTRACT T The Supplementary Homicide Reports (SHR) is one of the most widely
sources of detailed information on homicide. By far the most limiting aspect of the SHR is the
substantial amount of missing data in the datée® both unit and item missingness. Unit
missingness arises when agencies fail to report some or all of their homicides to the FBI. Item
missingness, on the other hand, arises when records for homicide incidents are incomplete,
lacking certain informion about the victim(s), offender(s), or other characteristics of the offense
(e.g., victimoffender relationship). This paper details our efforts to resolve missing data
problems in the SHR database. First, we describe the procedures used to gerdigogte m
imputed values to correct for item missingness. Second, we discuss a weighting procedure,
which relies on National Center of Health Statistics (NCHS) mortality data, used to adjust for
unit missingness. Finally, we evaluate these proceduresnyyacing univarialte distributions of

the noAmissing cases to the fully imputed and adjusted dataset.

Group Support for this project was provided by the Law and Justice Statistics Program of the
American Statistics Association and the Bureau of Justatésfts. The views expressed are
those of the authors and do not necessarily reflect the position of the United States Department of
Justice.
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Extent of the Missing Data Problem

Unit missingness (homicides not reflected in the SHR data) is a problepiabages
information from agencies of all sizes. Although the SHR database does not differentiate
whether zero homicide counts were due to-reporting or to legitimate zefoomicide months
within the data, the FBI does monitor rsmbmission in the ovall UCR program. The annual
estimates of UCR homicide can be used as benchmarks for assessing the completeness of the
SHR. Overall, the SHR file is approximately 90 percent complete, with annual rates of
completion ranging from a high of 96.7 percen1@83 to a low of 83.7 percent in 1998.

Within the approximately 90 percent of available records, the extent of item missingness
varies considerably across variables. Some variables, namely agency characteristics (e.g.,
population group and geographic digis) are always complete. Victim data occasionally
contain missing information, yet the extent of missingness is comparatively small. Table 1la
presents the patterns of missing data for the three included victim characteristics. Specifically,
victim ageis missing in 1.72 percent of homicides, sex in 0.14 percent of homicides, and race in
1.04 percent of homicides. Overall, only 2.49 percent of homicides contain missing data for any
of these victim characteristics.

Offender information, however, has a chihigher rate of missingness. Based on SHR
situation codes, approximately 26.5 percent of homicide incidents involve unknown or
unidentified offenders. Even for solved homicides, there is a&moal amount of missing
offender information. The extent missing data for offenders, from both unsolved and solved
cases, is presented in Table 1b. As shown, 26.5 percent of offender records contain no
information about the perpetrator, and 31.6 percent of the records are missing some information
regardingte assailantdéds age, sex, O0or race. Due to
offenders, usual approaches for missing data are problematic.

There is also a substantial amount of missing information pertaining to characteristics
of homicide incidentsas shown in Table 1c. The homicide weapon is fairly complete,
missing in only
4.2 percent of cases. In contrast, circumstance is missing 23.4 percent of the time. However, the
most problematic variable is the victim/offender relationship, missingerttord of all
homicide incidents.

Assumptions about Missing Data

Given the wide variety of different strategies that have been invoked to account for
missing data in the SHR, it is important to examine these approaches in the context of the
assumptionsnade regarding the nature, source and distribution of the missing data. Specifically,
various methods for handling missing data in the SHR have rested on one of three assumptions
about missingness: Missing Completely at Random (MCAR); Missing at Rand&iR )(\r
Not Missing at Random (NMAR).

The MCAR assumption holds that missing data are a random subset of the underlying
data universe and thus that the probability that a data element (YY) is missing does not depend
on the value itself or that ofany othemar i abl e ( X1, X2, é, Xk) in th
Rubin, 2002; Allison, 2002). Specifically,

(PY is missingly X , X ,...,X ) =PY is missing)
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This rudimentary and often implausible assumption is implicit in the listwise deletion
and mearsulstitution approaches that, until recently, were routinely applied without much
consideration of their effects. While eliminating incomplete cases listwise may be inefficient
(by discarding partial information), under the MCAR assumption, the estimatgaraheters
remains unbiased.

A less restrictive assumption about missingéeassd one that underlies most
imputation strategi€s holds that the data are Missing at Random (MAR). Under the MAR
assumption, the probability that a variable Y is missing doéslepend on the value of Y
itsel f, after covariates (X1, X2, é, Xk) rel

2
(see Allison, 2002). Specifically,

(PYis missingly X , X ,...,X ) =PYis missingX , X ,..., X))

12k 12k

The MAR asamption is a cornerstone to most of the previous attempts to impute missing
data in the SHR (Fox, 2004; Pampel and Williams, 2000; Regoeczi and Riedel, 2003). For
example, it may be true that the probability of offender race missingness is greaterifor blac
perpetrators. Once factors such as victim race are controlled, however, it can be argued that the
correlation between offender race and its propensity for missingness largely disappears.

A final possibility is that the missing data are Not Missing atd®da (NMAR), or
Anoni gnorable. o This means that the probabild]i
dependent upon the value of Y, even after controlling for relevant covariates. That is,

(PYis missingly X , X ,...,X) Pl is missing)X , X ,...,X)

12k 12k
Norrignorable missing data are rather difficult to handle, as adjustments require
additional information about the nature of the data (which is typically unavailable) or very
restrictive assumptions regarding the missingness structureqli2002; Schafer, 1997).
Fortunately, several studies have demonstrated that MAR strategies using several covariates
frequently outperform many of the intractable procedures for handlinggnonable missing
data (see, for example, David, Little, Saraliland Triest, 1986). 3For this reason, it seems safe

to assume that the bulk, if not all, of the SHR missing data is MAR.

Multiple Imputation

Many methods for imputing incomplete data involve replacing missing information
with a single value. Whilerpserving the means or conditional means of the entire data set,
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this approach suffers the serious limitation of shrinking the variances and covariances of
affected variables. As a consequence, hypothesis tests based on the imputed data tend to have
inflated significance levels and increased probabilities of committing a Type | error.

An alternative strategy involves replacing the missing information with several imputed
values, such as by repeatedly drawing randomly from the posterior distributiorpaf #neeters
of a missing data model. These multipleifilvalues correct for the deflated standard errors of
the parameter estimates. The resulting data file contaifd thgputed values for each missing
item. As a consequence, the multiple imputafidi) strategy yielddV estimates of a particular
parameter of interest. ThM results are then combined to produce a single point estimate with a
standard error reflecting the additional uncertainty resulting from using imputed data (see
Schafer, 1997).

Although multiple imputation produces several imputed values, conventional formulae
for variances and covariances can be used (see Allison, 2002). Thus, the multiple imputation
approach offers conceptually simpler analyses for prospective researchpées tthes
requirement that these analyses need to be repeatédsieparate data sets. It is well
documented that most of the desirable properties of multiple imputation emerge even with a
small number of imputed data sets (see Little and Rubin, 2002fegch@97: 106). Finally,
there is evidence suggesting that that multiple imputation is more robust to misspecification of
the data generating process than single imputation procedures (Little and Rubin, 2002; Schafer,
1997). In light of its many advantag} multiple imputation is the strategy of choice for handling
item missingness in the national SHR database.

DATA AND METHODS

During the initial processing, it was necessary to correct some coding errors that resulted
from inconsistencies between thietim and offender characteristics and the vietiffender
relationship. In all, 1,444 cases containing relationship/sex/age inconsistencies were identified
and corrected as reasonably as possible. Additionally, there were several instances where the
cas records were updated during a subsequent release of data, but the original cases had not
been purged from the SHR database. Nearly 100 problematic cases were identified and removed
from the SHR. After making these types of adjustments, there weia aft688,210 victims
and 597,351 offenders in the SHR data file of murder aneheghgent manslaughter, spanning
the 30year time frame from 1976 to 2005.

Several variables in the SHR have complete (or nearly complete) information and these
were usedscovariates for the imputation models for both the offenders and victims. Year of the
offense was collapsed into three eras, 19985 (the precrack era), 1984995 (the percrack
era), and 19962005 (the pasack era). Region of the reporting agen@swvncluded as a four
category covariate (Northeast, Midwest, South, and West). Population group was transformed
into a fourcategory Urbanness measure (large city, small city, suburb, a4nd rural). The weapon

variable was condensed into a thoagegory ovariate (gun, knife, and other).

While age of victim and age of offender are reported as quantitative variables in the
SHR data files, preliminary analyses of their marginal and joint distributions indicated
substantial departures from normality. Sinta&ny of the imputation procedures for quantitative
variables assume multivariate normality, treating these variables as such could generate
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unreasonable imputations. Thus, both age variables were converted into categorical forms.
Victim age was collapsedto severcategory variables (Under 14,-14, 1824, 2534, 3549,
50-64, and 65+). Moreover, as few offenders were at the age extremes, offender age was
collapsed further into five categories (Under 182482534, 3549, 50+).

Victim and offendesex remained as dichotomies (Male and Female). Victim and
offender race was collapsed into three groups (White, Black, and Other). It was also necessary
to collapse circumstance into three categories (felony, argument, and other) andffeticer
relaionship into four categories (intimate, other family, friematjuaintance, and stranger).

Again, although the original SHR file contains additional information regarding these variables
(particularly circumstance and relationship), concerns with dataespess necessitated using a
much smaller set of categories.

Item Missing Data
The Bayesian Img)utation Posterior (IP) method implementeeRluSwas used to

impute itemmissing data. Since these data were categorical, we used thinegr model 6r
generating a set of five imputed values for missing data. This procedure separates the data into
distinct patterns of missingness and estimates a multivariate model from available information
within each pattern. The results are combined to provideathestimates of parameters. Once
the initial values of the parameters are obtained, a random draw is taken from the posterior
distribution of the parameter space, which is used to generate imputations for the missing data.
This procedure is repeatadnatively until the parameter estimates converge. After convergence,
this procedure generates a chain of values that has the probability of missingness given the
observed data as a stationamny ¢iest o@bbuitomns p
sample from this chain to produce a final set of mulipiputed values for missing data
(Schafer, 1997).

The data augmentation (DA) algorithm was used for calculating the multiply imputed
values for the loglinear model. First, an EM algoritihmeasp | oyed t o obtain fis
valueso for the parameters as well as to disc
converged fairly quicklg all, in fact, within 35 iterations. The starting values of parameters
were then included, assuming a finformative prior distribution, in the loglinear model to
estimate the parameters for each missing pattern in the data. Then, these parameters were used
to generate predicted values using a random draw from the conditional predictive distribution.
Next, the paramets of the loginear modelwerere st i mat ed from the fiaugm
which the predicted values were substituted for the missing values. Another predicted value
was then generated based on a random draw from the new conditional predictive distributio
This algorithm continually restimated parameter values and generated predicted values for
missing items until the model converged and the estimated parameters stabilized.

After convergence, the DA algorithm was continued to generattﬁ a long chain of

imputations, anil = 5 separate imputations were selected by using dvefly = 100) set of

values. Since this process is a Markov Chain Monte Carlo algorithm, so lang lasge, the
imputations are approximately independent (See Allison, 2002 hifgig2001; Little and

Rubin, 2002; Schafer, 1997 for a detailed discussion of the DA algorithm). As described below,
the imputation process was to some extent applied sequentially: certain imputations were
grounded upon other imputations. For these sdng, M parallel chains were generatezhe for
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each prior imputation set.
Initial results indicated that data sparseness was a significant issue when including all
6

incomplete variables and covariates, requiring additional adjustments to the prodeakchenf
the victim and offender characteristics (age, sex, and race) was imputed separately (i.e., first
victim and offender age were imputed, then victim and offender sex, and finally victim and
offender race). By conducting separate imputations for @aetographic characteristic, it was
implicitly assumed that these characteristics were conditionally independent (e.g., victim age
depended upon offender age, but was independent from victim race, victim sex, offender race,
and offender sex, after contriol for time period, urbanness, region and weapon). Victim and
offender characteristics were either independent or had only very small correlations, supporting
the pairwise independence assumption.

The 10step approach used to impute missing valuesght variables is summarized in
Table
2. Due to the hierarchical data structure, there were some complications when dealing with
homicide cases having multiple victims and/or offenders. Only the information for the first
offender is included in the viat files and only information for the first victim is included in the
offender file. This structure made it necessary to impute values for missing multiple victims and

7

offenders separately.

After imputing all the victim and offender characteristics,ithputed data were included
as covariates along with region, urbanness, and weapon to impute missing values for relationship
and circumstances. Since the coded relationship in the SHR refers to the relationship between
the first victim and the first offeter, only the data referring to the first victim and first offender
were used in these imputations. Initial results indicated that data sparseness due to the large
number of categories within the covariates was substantially affecting the distributigqouséd
cases across relationship and leading to an unusually large number of atypical cases (e.g., a wide
age gap or the same gender for victim/offender pairs in intipetaer homicides). To avoid
the sparseness problem, the categories of seveta cbvariates were collapsed for use in the
imputation. As covariates, victim and offender age were collapsed into three categories (under
25, 2534, and 35 and over), and victim and offender race were collapsed into two categories
(White and Nonwhite). iRally, urbanness was collapsed into two categories (large city, non
large city). The distribution of imputed cases for relationship and circumstance substantially
improved when using recoded covariates. Having five imputed data sets with imputedoralues
the victim and offender characteristics, a single imputation was generated forofiititder
relationship and circumstance for each of the five data sets.

Unit Missing Data

Adjustments for unit missingness were accomplished using a weighting predbdt
combined the FBlIG&6s UCR estimated homicide cou
National Center for Health Statistics (NCHS) data on decedents whose death was classified by
coroners as a homicide. Because they are widely used for vahaoirteend estimation, the
published UCR estimated homicide counts were maintained as level benchmarks for weighting
the cases (see also Fox 2002; Williams and Flewelling, 1987). In addition, because of missing
data for some states for entire years, it iy possible to generate weights raked to the-nine
category division estimates, rather than to the $¢tatel estimates.
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UCR estimates of homicide counts do not contain information about the incidents,
specifically victim characteristics. For pattetnsvictim characteristics, therefore, we used the
NCHS mortality file of information for deaths due to homicide from 1979 to 2003. In other
words, UCR estimated counts by year and division determined the level benchmarks, while
NCHS data was utilized teebchmark distributional patterns by victim age, sex and race.

In order to avoid a substantial number of empty cells, provisional weights were created
for the three time eras discussed previously, rather than for individual years. These temporary
valueswere later adjusted by raking the weighted distributions to thebyedivision estimated
counts from the UCR. Finally, due to the rel a
these cases were combined across division for the creation of weights.

One final complication that arises when constructing weights is that for the multiply
imputed data, cases can have different fillestalues for victim characteristics across the
datasets. This would create consistency problems for the weights andhredgterent
benchmarked distributions across the datasets. It was necessary, therefore, to derive five sets of
weights for every case. This adjustment ensures that there is consistency within each dataset in
regard to the benchmarked distribution.

RESULTS

The results from combining the multipl@putation for item missingness and
weighting for unit missingness are presented in Table 3, both estimates of
frequency/percentage distributions and standard errors. The left panel displays distributions for
theactual cases only, while the right panel shows the distributions for the full data set. The
actual data represent a virtual universe (that is, there is no sampling error, notwithstanding the
case underreporting). Therefore, the standard errors shoviae oight should technically be
calculated from the multiphmputed data alone, weighted for unit missingness, and not from
the cases with actual values. However, because the actual observations number in the hundreds
of thousands (and thus contributelditto the standard error estimates), the modified standard
error calculations (that treat the actual cases as having fixed values) differed by a trivial
amount, and therefore are not presented here.

The top portion of Table 3 presents the distributionictim characteristics after
imputing for item missingness and weighting for unit missingness. The age, sex, and race
distributions for the adjusted data were very similar to the overall distributions for the actual
cases. For all victim characteristitise differences in the distribution for the actual and
imputed cases was less than 0.5 percent, increasing slightly in male and white victims.

The distribution of offender characteristics after adjusting for item and unit missingness
is presented in theaiddle portion of Table 3. Similar to the victim characteristics, there were
only slight differences in the distributions of offender age, sex, and race between the actual and
imputed and weighted cases. For all offender characteristics, the imputdnliticsts diverged
from the observed distributions by less than 0.5 percent, the largest being a 0.44 percent increase
in the 1824 age group.

The bottom portion of Table 3 contains the distribution of the incident characteristics,
relationship and ciraustance, after adjusting for both unit and item missingness. As with the
victim and offender characteristics, the distribution of the imputed cases was very similar to the
distribution of actual cases. There were some important differences in the tigtrifuvictim-
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offender relationship, however. The percentage of intimate partner homicides declined by over 2
percent (12.41% v. 14.79%), while the percentage of strgregpetrated homicides increased

by a similar amount (26.54% v. 24.82%). This issstent with the argument that stranger
homicides are more difficult to solve than intimate homicides. There are also some noteworthy
differences in regard to the weapon use. A higher percentage of cases were assigned to the other
weapon category comparaathe knife or gun category for the imputed cases. The reduction in
gun cases after imputation was a result of treating the small percentage of unknown weapon
cases as neither gun nor knife. As it happens, the percentage of NCHS homicides involving a
firearm is within ongenth of a percentage point of the final result for the weighted SHR file
(64.36%) and that for knives was close as well. This supports the decision to classify the 4.2%
mi ssing weapon cases as fAothero weapon.

CONCLUSION

The presencef missing data in the SHR is problematic, especially in regard to offender
and incident characteristics, as the amount of item missing data can be quite extensive. Further,
given the reporting gaps among agencies and even entire states, unit missang pataasive
as well. The consequences of missing data for researchers using the SHR depend on the
assumptions that are made regarding the missingness process. Results from both prior research
and the current study demonstrate that the MCAR assuniptganerally untenable in the SHR.

This result is important because commonly used techniques for accounting for missing data (e.g.,
listwise deletion, pairwise deletion, mean substitution) lead to biased inferences about homicide
patterns and trends. @ the importance of the SHR for homicide research, there is a clear

need for a consistent strategy for accounting for item and unit missingness across studies.

In order to provide a simple and consistent adjustment for missingness, we have created
multiply imputed values for item missing data and generated a set of weights for unit missing
data, providing a much improved version of the SHR for homicide research. For item
missingness, we used the Bayesian IP method of multiple imputation frortimelagnodel,
generating five sets of imputations for all missing victim, offender, and incident characteristics.
For the unit missing data, we employed a unit weighting approach that benchmarks cases against
the UCR estimates, while adjusting for the distiitnuof victim age, sex, and race within the
NCHS mortality files.

We compared the distributions of key variables for the imputed data against the
distributions observed in the actual data to assess the viability of this approach. Taken as a
whole, it isclear that there was a substantial amount of similarity between these distributions.
The univariate distributions of victim and offender characteristics were relatively unchanged
after adjusting for item and unit missingness. Further, while there waie differences in the
distributions of homicide situational variables, these differences were consistent with the belief
that certain types of homicide, such as stranger killings, are more difficult to solve. These
results support the conclusion that theltiple imputation and case weighting approaches used
in this project are reasonable adjustments for victim, offender, and incident missing data in the
SHR.

The imputed data will be archived along with the original SHR data to accommodate
future researchpplications. Although the multiply imputed data create some additional
complexity in analyzing the SHR, we feel that the added complexity is more than offset by the
statistical advantages of using these imputations. Specifically, research usingistedatita
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should be less prone to biased estimates and deflated standard errors that result from using the
unadjusted data.
NOTES

1. We also conducted several bivariate analyses to examine whether the joint distribution of
key variables were preservedeafthe adjustments for unit and item missingness. These
results are discussed in Fox and Swatt (2007).

2. We are also assuming that the parameters that will be estimated are distinct from the
parameters that govern the missing data process (see Schafer]l 1P9Missing data
mechanisms that meet both the MAR criterion and the distinctiveness criterion are called
ignorable.

3. The victimoffender relationship is one possible variable for which the MAR assumption
is untenable. Some researchers argue thatgeravictimoffender relationships are more
likely to be reported as missing (Maxfield, 1989; Messner et al., 2002; Reidel, 1987).
With the assistance of Messner and Deane we also considered the Log Multiplicative
model for imputing missing victiroffenderrelationship data. Although there are no set
criteria to evaluate which approach produced better imputations, preliminary analyses
suggested that the Bayesian IP results were reasonable. Further, it would be very difficult
to incorporate additional covates into the Log Multiplicative models. For these
reasons, only the Bayesian IP results are included in the SHR archived files (for more
details, see Fox and Swatt, 2007).

4. There were relatively few cases in which the weapon was undetermined (4.18)pdtce
is unlikely that many of these unknown weapon cases would have involved either a gun
or knife, as injuries caused by such instruments tend to be readily apparent, as compared
to strangulation, suffocation, drowning or poisoning. Because of tdighenconcern for
not overstating the amount of gun crime, all unknown weapon cases were recoded as
Aot her weapon. o As a check of this approa
jurisdictions with at least 50 homicides and with weapon data at98#&$% complete.
For these 80 jurisdictions, the percentage of gun homicide was just over 64%, about the
same as for the entire data set when treating missing values as other weapons.

5. We explored several alternative imputation strategies, including RRGCSAS,
predictive score modeling in SOLAS, and multiple-detk imputation in SOLAS.
Preliminary results indicated that the Bayesian IP method in Splus outperformed all of
these alternatives (for additional details, see Fox and Swatt, 2007). Hodthipaitz
(2001) also provide a very detailed discussion of many of the other available software
packages that can be used for multiple imputation.

6. In these initial models, the crosstabulations of all the covariates had over 2 million cells,
which is appoximately four times the number of available cases.

7. First, imputed values were generated for the primary victim and offender. Next, these
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data were matched with the original data and the imputed data were substituted for the
missing information for edrcfirst victim and offender. Then, two separate sets of five
files were generated: victim files containing the imputed values for the first victim and
first offender and the ydb-beiimputed data for multiple victims; and offender files
containing the imuted values for the first victim and offender andtgetbe-imputed data
for multiple offenders. Finally, missing age, sex and race data for the multiple victims
and offenders were imputed. Multipkectim data were imputed (separately for age, sex,
andrace) for the victim file using the covariates year group, region, urbanness, weapon,
and the relevant offender characteristics. Multipfiender data were imputed (again
separately for age, sex, and race) for the offender file using the covariatgsoygar
region, urbanness, weapon, and the relevant victim characteristics. Since there were five
data sets for both the first victims and first offenders, a single imputed value was
generated for each of the five data sets. The results of these precgeiueeated five
victim files and five offender files with imputed data that are linked by the first victim
and first offender, each of which has consistent values for their characteristics between
the two data sets.
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Table 1: Missingness Patterns in Victim, Offender and Incident Variables

.a. Victim characteristics
.b. Offender characteristics
.C. Incident characteristics

Age Sex Race Count Percent
0O O 0 524,787 97.51%
0 O 3 4,008 0.74%
o0 3 0 51 0.01%
0 3 3 84 0.02%
3 O 0 7,740 1.44%
3 0 3 936 0.17%
3 3 0 19 0.00%
3 3 3 585 0.11%
Total Victim Records 538,210 100.00%
Age Sex Race Count Percent
0 O 0 408,566 68.40%
0 O 3 2,942 0.49%
0 3 0 37 0.01%
0 3 3 209 0.03%
3 0 0 24,879 4.16%
3 0 3 2,382 0.40%
3 3 0 141 0.02%
3 3 3 158,195 26.48%
Total Offender 597,351 100.00%
Records
Weapon V/O Rel Circ Count Percat
0 O 0 353,476 59.17%
0 © 3 32,439 5.43%
0 3 0 90,585 15.16%
0 3 3 95,725 16.02%
3 0 0 8,425 1.41%
3 0 3 2,145 0.36%
3 3 0 4,860 0.81%
3 3 3 9,696 1.62%
Total Offender Record: 597,351 100.00%
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Table 2: Available Missing Outline of the Multiple Imputation Strategy

Data File and Imputed Variables Percent Complete Partially -Imputed Covariates
Imputation Step missing Covariates
First victim and first offender demographics (N = 514,418)
Urban (4)
_ Victim Age (7) 1.73% Region (4)
Step 1 M =5 Offender Age (5) 33.46% Weapon (3)
Year (3)
Urban (4)
_ Victim Sex (2) 0.14% Region (4)
Step2 M =5 Offender Sex (2) | 29.94% Weapon (3)
Year (3)
Urban (4)
_ Victim Race (3) 1.03% Region (4)
Step3M=5 Offender Race (3) | 30.70% Weapon (3)
Year (3)
2+ Victim demographics (N = 23,792)
Step 4 M = 1 for Urban (4)
each of 5 impute Victim Age (7) 1.61% ngglogn(?g) 1st Offender Age (5)
sets P
Year (3)
Urban (4)
Step5M =1 for )
each of 5 impute Victim Sex (2) 0.14% ngglogn(g) 1st Offender Sex (2)
sets b
Year (3)
_ Urban (4)
Step 6 M = 1 for o Region (4)
each of 5 impute | Victim Race (3) 1.37% Weapon (3) 1st Offender Race (3)
sets Year (3)
2+ Offender demographics (N= 82,933)
Urban (4)
Step 7 M = 1 for :
each of 5 impute | Offender Age (5) 16.25% nggg)gn(g) 1st Victim Age (7)
sets Year (3)
Step 8 M = 1 for Urban (4)
; Region (4) -
each of 5 impute | Offender Sex (2) 5.51% 1st Victim Sex (2)
Weapon (3)
sets
Year (3)
Step 9 M =1 for Urban (4)
. Region (4) -
each of 5 impute | Offender Race (3) 7.01% 1st Victim Race(3)
Weapon (3)
sets
Year (3)
Relationship and Circumstance based on 1st Victim/Offender (N = 514,418)
Step 10 M =1 for i _ Urban (2) .
each of 5 impute R_elatlmsh|p (4) 35.202%) Region (2) Victim and Offender Age (3),
sets Circumstance (3) 24.84% Weapon (2) Sex (2), Race (2)
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Table 3: Distributions of Variables using Multiple Imputation for Item -Missingness & Weights for Unit

Missingness

Variable Values

Actual Cases

f %

Item and Unit Imputed Cases

Mean f Mean % SE

Victim Age Under 14

14-17
18-24
2534
3549
50-64
65+
Total
Victim Sex
Male
Female
Total
Victim Race
White
Black
Other
Total

25,099 4.75%
26,670 5.04%
126,435 23.90%
152,529 28.84%
120,403 22.76%
49,463 9.35%
28,331 5.36%
528,930 100.00%

411,315 76.53%
126,156 23.4%
537,471 100.00%

271,532 50.98%
249,734 46.89%
11,331 2.13%
532,597 100.00%

28,021 4.72% .031%
30,925 5.20% .084%
142,203 23.93% .057%
170,593 28.71% &%
136,540 22.98% .117%
53,819 9.06% .149%
32,177 5.41% .041%
594,277 100.00%

459,237 77.28% .371%
135,040 22.72% .371%
594,277 100.00%

306,825 51.63% .324%
271,188 45.63% .619%
16,264 2.74% .299%
594,277 100.0%

Offender Age
Under 18
18-24
2534
3549
50+
Total
Offender Sex
Male
Female
Total
Offender Race
White
Black
Other
Total

41,953 10.19%
143,230 34.79%
118,801 28.85%
76,095 18.48%
31,675 7.69%
411,754 100.00%

386,655 88.12%
52,114 11.88%
438,769 100.00%

203,106 46.84%
221828 51.16%
8,689 2.00%
433,623 100.00%

66,846 10.11% .054%
232,847 35.23% .229%
190,518 28.83% .062%
121,099 18.32% .095%
49,612 7.51% .097%
660,922 100.00%

584,383 88.42% .157%
76,539 11.58% .157%
660,922 100.00%

305,485 46.22% .303%
340,271 51.48% .167%
15,166 2.29% .143%
660,922 100.00%

Relationship
Intimate
Other family
FriendAcq
Stranger
Total
Weapon
Gun
Knife
Other
Total
Circumstances
Felony
Argument
Other
Total

58,653 14.79%
40,937 10.32%
198,483 5M6%
98,412 24.82%
396,485 100.00%

383,897 67.09%
98,318 17.18%
90,010 15.73%
572,225 100.00%

122,434 26.77%
218,540 47.78%
116,372 25.45%
457,346 100.00%

82,041 12.41% 1.165%
67,284 10.18% .089%
336,170 50.86% .404%
175,427 26.54% .852%
660,922 100.00%

425,392 64.36% 1.336%
108,193 16.37% .400%
127,337 19.27%.733%
660,922 100.00%

176,922 26.77% .059%
317,581 48.05% .152%
166,419 25.18% .146%
660,922 100.00%




Clearance Rates for Canadian Homicides

Geoffrey Li
Statistics Canada

Background information for the presentation 0
Statistics Canada has collected information o
Survey sincd 9 9 7 . Initially this information was <co

However it was moved to a staatbne question on survey for 2005, and seeks to determine
whether the homicide was a random Kkilling.

A random Killing is a one that doestraom to target one specific individual. If solved, the
homicide will normally involve the killing of a stranger who is engaging in the normal course of
their daily |ives or who is #fAin the wrong pl a

It would be very unusual for a haerde that was committed by someone known to the victim
(i.e. a family member or an acquaintance) to be scored as random. However, not all stranger
homicides are random. If the victim is individually targeted in any way (e.g. two strangers at a
bar engagé an altercation which culminates into homicide), then it should not be scored as
Arandomo.

A homicide may be scored as random even if the victim is selected frorrdatprenined group

as long as all members of the group have an equal chance of hesemc For example, if a

perpetrator is seeking to kill a female child and abducts and kills a vulnerable girl he happens

upon, this homicide would be random if all female children were at risk.

If the homicide is unsolved, it is still possible forahomi de t o be scored as 0
determination should be based upon police investigation and informed judgement.

The possible values for the question AWas Thi
YES

Includes all homicides in which the victimaw selected by the accused on a random
basis. It will normally involve the killing of a stranger who is engaging in the normal

course of their daily |lives or who is fiin
NO
Includes all homicides in which the victim wa©T selected by the accused on a random
basis. With few exceptions, these would include homicides committed by someone
known to the victim.
UNKNOWN
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Includes all homicides in which police are unable to determine whether the victim was

randomly selected arot. This value is most commonly scored when a homicide is

unsolved and police are unable to establish the circumstances surrounding the homicide.
While we feel that the question is sound, and the definition is clear, in practice, there are
differences iropinion on some of the homicides that are scored random.

The straighfforward random homicides such as drbweshootings where the assailants have no
intended target and the sniper who shoots first pedestrian who walks into his gun sight, are easy
to identify. As are typical namandom homicides such as domestic arguments which escalate,
and cases where the accused stalks and kills his victim.

As the presentation will show, it is the cases in the middle ground which cause the most
difficulty.

Random Homicides

The difficulty in classifying
homicides as random or not

[ERN
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[Random Homicides

fRandomois a term widely used in
media, by police, and by the general
public

Different people have different
interpretations of what is a random
homicide

[Random Homicides

Random based on the selection of the

victim

+ i.e. the victim was the first person to meet
a certain criteria
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[Purpose

Demonstrate difficulty scoring
homicides as random

Get suggestions on how we can clarify
the definition of frandom homicidedon
the Homicide Survey

fRandomohomicides on the
[Homicide Survey

Random homicides first collected on
the homicide survey in 1997.

+under motive as frandom Kkillingo
Stand-alone question on 2005 version
of questionnaire.



Statistics Canada Definition

A A frandomohomicide is one that does not aim to
target one specific individual.

Normally involves the killing of a stranger who is engaging
in the normal course of their daily lives or who is fin the
wrong place at the wrong timeo

A Victim may be from a pre-determined group as long

as all members of the group have an equal chance
of being chosen.

A perpetrator who wants to kill a female child kills a
vulnerable girl he happens upon

A But if the victim is individually targeted in any way,
then it should not be scored as frandomo

Two strangers in mutual fight at the bar, which culminates
into homicide

Straight-Forward Scenarios

A Straight-forward random homicides
+ Drive by shooting

A Assailants shoot into a crowd of people with
intent to kill, but with no one in mind

+ Sniper shoots the first pedestrian who
walks into the gun sights



[Straight-Forward Scenarios

Typical non-random homicides

+ Most homicides between family
members, acquaintances
Wife kills husband after learning of affair
Drug dealer collects on an unpaid debt

[Middle Ground

The situations in between the polar
extremes cause the most trouble
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[Case One ]

A The victim was the passenger in a vehicle
that was targeted in a drive-by shooting.

A ltis believed that the victim was an innocent
victim, mistaken for another person
suspected of gang associations.

A The victim received multiple gunshot injuries
which led to his death.

10

s ]

A Should homicides involving mistaken
identity be random?

Individual was individually targeted.

A Victim was going about his day
unaware he was in danger

>

11
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[Case Two ]

A An elderly female hits her head during
a purse snatching, resulting in a brain
aneurysm caused by her head striking
the sidewalk.

A A minimal amount of force was used
but the victim died as a result of the fall

12

s ]

A Should homicides without an intent to
kill be random?

A Is the selection based on apparent
vulnerability for robbery frandomo
enough

1 subjective assessment on part of the
accused rather than hair colour, gender,
race, clothing, etc.

13
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[Case Three ]

A Victim was operating convenience store

A The accused entered while disguised and
armed with a handgun.

A Accused demands and receives cash.

A When the accused turned to exit the store,
the victim tried to strike the accused with a
baseball bat.

A The accused retaliates and opens fire upon
the victim, killing the victim.

14

s ]

A Victim attacked accused after accused
turned to leave.

15
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Case Four

The victim attended a local bar, where upon he met
both suspects.

The victim and suspects were previously not known
to each other.

The victim drank with the suspects for an hour or so
and played pool. All left in a cab to go to the
victim®& residence for more drinking.

While there, the victim& throat was slashed. His
wallet was found at the scene along with personal
[.D and cash.

The motive is still unknown.

16

Case Five

A

b

A

Three males (homeless persons) were
sitting in an alley drinking when they were
attacked by three individuals. The three
victims of the attack were punched and
kicked numerous times by their attackers
before they were chased off.

The next morning one was in grave
condition and later died from his trauma.

There is no other motive for the attack.

17
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[Agreed??

How many times did you agree with
your neighbour?

Is the definition of a random homicide
clear enough?

Do we need to modify the definition?
How?

18

[Other considerations

If there are people selected from a
predetermined group, can we say that
it is truly random? Entire population
does not have an equal chance of
being selected.

19
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[Suggested changes? ]

A Do you have suggested wording or
methodological changes for the
guestion?

20

[Contact Info ]

Geoffrey Li, Homicide Survey Manager
Canadian Centre for Justice Statistics
Statistics Canada

613-951-6622

geoffrey.li@statcan.ca

Data requests:
1-800-387-2231
CCjsccsj@statcan.ca

21
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The Darfur Genociddmplications for hternational Homicide Research

Tina Jaeckle

MSW, LCSW, MS, B.D. (cand)
Flagler College

Abstract

My dissertation research (paper in progress) has focused on the trauma and conflict implications
for the Dinka (norArab Black Africans) who have become political refugees in the United
States following the lonterm Sudanese civil war. More refugees are expected to be granted
asylum as the genocide in the Darfur region continues without effective United Nations and
Sudanese intervention. Now considered the worst humanitarian crisis of today, it is essential to
undersand the ethnic and soepwlitical roots of this conflict and the implications for present

and future homicide and genocide research on an international level.

This paper and presentation originates from twelve months of ethnographic dissertation
researh which focused on documenting the social construction of identity, trauma, and issues of
conflict among the Sudanese refugees who have resettled in Jacksonville, Florida. Several of
these study participants are deeply impacted psychologically and enfigtipntihe ongoing
Darfur genocide in the Sudan due to prior experiences, their country of origin, and/or to their
transnational connection to family members remaining in refugee camps in this highly volatile
region. Although significant and noteworthyrarhological and sociological research has been
completed on the various causes of violence in Darfur; this paper further suggests the need to
utilize an anthropological lens to better understand conflict, not only in Darfur but also among
various tribal goups who have migrated to the United States. Researchers who examine the
causes of homicide and genocide on an international level can benefit from the inclusion of the
experiences and interpretations of political refugees who have been granted asiikitd. B.

This allows for a broader comprehension of the perspectives of the survivors, their discernment
of the causes of the violence, and the impact of the spread of ethnic and tribal conflict following
resettlement. Moreover, this analysis includedsib@cpolitical and historical aspects within

the Sudan that have lead to the present day crisis in the Darfur.

This research utilized two major theoretical frameworks: social constructionism and
social ecology. Berger and Luckmann (1966), building uperwork of Durkheim, developed
social construction theory to explain the manner in which human beings subjectively interpret
varying meanings and realities in the context
interpretations then become the tedge that sociologists seek to understand in order to define
dimensions of culture. These foundations of this knowledge can be discovered in many aspects
of human life. Berger and Luckmann (1966) further argued that one such essential element was
throughlanguage and speech which is capable of transmitting symbolism and meaning through
patterns and themes, allowing for insight into these multiple realities and creation of identities
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depending on the social context. Moreover, these scholars (1966) cedsiun as living
within a Aweb of human relationshipso that 1is
historical institutions in which they exist.

The history of the ogoing conflict in the Sudan region in Africa is highly complex and
has been examed by numerous scholars. Deng (1995) highlighted the civil war and struggle
between the many ethnic and religious identities in the Sudan from a historical perspective.
Deng (1995) categorized the long term Sudan civil war as one which has existedchbetwee
extreme nationalist visions regarding how the
assimilated and governed. Although the Sudan is extraordinarily culturally and ethnically
diverse, the country has characteristically been divided into the BladtiSouth regions. In the
Northern Sudan, AraMuslims have dominated the region for several decades through an
elevation of status by the Sudanese government. Many of thklasim groups living in the
North soon assimilated within the Ardltuslim culture, mostly out of the basic need for survival
and respect (Deng, 1995).

In contrast, the Southern Sudan is comprised primarily of Nubian and Nilotic non
Muslim Black African groups who have been viewed by the Islamic North as inferior in their
cultural andreligious practices (Deng, 1995). Through the work of early British Christian
missionaries in Africa, many ethnic groups in the Southern Sudan began to espouse and practice
various forms of Christianity, which was in direct conflict with their Northerde®ese Arab
Muslim neighbors (Deng, 1995). Moreover, religious practices of the Southern Sudan, such as
animism, were viewed by the ArdBuslim North as barbaric in nature and lacking in
legitimacy (Deng, 1995).

Conflict within the country of the Suddmas existed for centuries. The influence of the
successive Egyptian and British rule within the country has continued to be apparent to this day.
Although the Sudan gained independence in 1956, centralized governmental rule was placed
under the authorityfadhe ArabMuslim leaders to decide the future of the country (Deng,

1995). Deng (1995) further explained that the armed conflict within the Sudan has occurred
primarily between consecutive governments in Khartoum and various liberation movements in
the Sauth. In an attempt to unify the country under one rule, the-Maslim government

utilized forced assimilation of the ngkrab groups of the South through Arabization and
Islamization. This, in turn, created a violent civil war with the Southerners wieosgeking
succession and independence from the North (Deng, 1995). This conflict lasted until 1969 when
Major General Muhammad Jaafar Nimeiri seized power and the conflict took another direction
(Deng, 1995).

Il n 1972, with the pesosHaketSaasstegthe@ddis Biabbai opi a d s
Agreement was signed and thus granted a cease fire and regional autonomy to South Sudan.
This served to meet some of the needs of the southern Sudanese and peace appeared to be a
realistic possibility (Jendia, 2002)he Addis Ababa peace agreement effectively disintegrated
in 1977 when Nimeiri forwarded the Islamic agenda in the country, thus leading to imposition
of Sharia law in 1983 (Jendia, 2002). Moreover, Nimeiri decreed a division of the South into
three sepatea sub regions which lead to further weakening of any political power held by the
Southerners (Jendia, 2002). This began a new era of extremely violent civil war which not only
served to further distance the North and South, but also created additidhielscbatween the
various Southern ethnic groups over resources and loyalties.
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Another important aspect which served to ignite a new cycle of violence and second civil
war was the defection in 1983 of Colonial John Garang, a Dinka tribesman from thev@ou
had previously maintained his loyalty to Nimeiri policies (Hecht, 2005). However, Garang began
t o oppose NscamialseiofGhe ruleseaoftie dddis Ababa agreement and joined as
the ultimate leader of the newly formed Sudanese Peofdesdtion Movement/Army
(SPLM/A or SPLA), which called for a united socialist Sudan (Hecht, 2005). This infuriated
Nimeiri who in turn responded in September 1983 with a widespread and gruesome Kkilling spree
and genocide in Dinkaland (Hecht, 2005). Accogdim Hecht (2005), the loss of life attributed
to this civil and the resulting famine has reached catastrophic proportions, with the total number
of deaths of Southern Sudanese estimated at over two million. In addition, the relationship
between the govement of the Sudan and Ethiopia had been deteriorating since 1977. In June
1989, discussions of peace were destroyed between the SPLA and the government when the
National Islamic Front (NIF) led by General OmaiBalshir increased the norfiouth war by
proclaiming jihad against the nevluslim south (Jendia, 2002). In addition, in&thnic conflict
increased due to a major factional split within its ranks. On and off negotiations between the
Sudan government and the SPLA continued with little progress8®&# to 2001.In July
2002, the Machakos Protocol granted a-determination referendum for the South after a six
year interim period, while Sharia law was to remain in the North. The Naivasha Accords was
officially signed in Kenya on January 9, 200%lging peace between North and South Sudan
for first time in twenty yearshftp://www.theirc.org. Future plans for the Sudan included the
placement of Colonial John Garang as the first \Roesident of the new gowrenent based in
Khartoum, however, he was killed in an airpl a
sudden death left a devastating void for hundreds of thousands of Southern Sudanese who
viewed him as a savior who would lead them out of a pastritief violence and into a more
positive future (Tesch, 2005).

Peace in present day Sudan is considered fradike Darfur conflict is ongoing in the
western Sudan primarily between the Janjaweed, a goversmgnorted militia recruited from
local Arabtribes, and the neArab Black African peoples. The conflict began in February 2003
and has consistently been characterized by torture, rape, and genocide. At the present time, the
violence exists in and around refugee camps established for thousargjdaxfeti Southern
Sudanese. The death toll for both civil wars and the Darfur crisis is estimated at approximately
two million, with four million people, primarily Southern Sudanese, displaced
(http:/news.bbc.co.uk/1/hi/world/afriga
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DOMESTIC HOMICIDESUICIDE IN THE NETHERLANDS:

METHODOLOGICAL CONSI DERATIONS

Marieke Liem
UtrechtUniversity

Background
Typology

Homicidesuicide is a generic term referring to a homicide and a subsequent suicide by th
same actor. Considered as one act rather than two separate ones, the period between the first and
the second act can vary between minutes and days. Although hosud#e is often referred
to as murdesuicide, the latter denotes the legal aspectafibide, whereas homicide includes
both murder and manslaughter and is therefore a preferred and more encompassing term.

Epidemiological studies pursued in some countries have estimated the hesuicide rate to
be as low as 1 per cent in England & Véa|Barraclough & Clare Harris, 2002) to as much as 15
per cent of all recorded homicides in the United States (Campanelli & Gilson, 2002). As of yet,
statistics on the Netherlands are not available.

The literature suggests that, with few exceptions, Mistue victims of homicidesuicide are
either female sexual partners or blood relatives, usually children (Berman, 1979; Brown &
Barraclough, 2002;

Cohen et al., 1998; Marzuk et al., 1992; Selkin, 1976; Stack, 1997; West, TB634illing of

an intimatepartner and the subsequent killing of oneself is also referred to as uxctiobitke.
Filicide-suicide involves cases in which the perpetrator not only takes his or her own life, but
that of his or her child(ren) as well. This phenomenon has also bé=med to as extended
suicide. Familicidesuicide constitutes an overlap of both uxoriesdécide and filicidesuicide:

the killing of both spouse and child(ren), whose perpetrators are also referred to as family
annihilators. It is important to recogeizhat a proportion of homicieuicides also take place
outside the family realm. Extrafamilial homicideicides are, however, considered to differ
substantially from intrafamilial homicidsuicides in the nature of the act, the relationship
between vidm and perpetrator as well as in psychopathological features in the perpetrator.
Therefore, this study focuses on those homisidieides that take place within the family.

Research Problem

In the Netherlands, there has been no systematic research omothieidesuicide
phenomenon. As these acts are not recorded in official crime statistics, not even the yearly
number of cases and victims is known. Consequently, there is a vast dark number surrounding
these cases. Homicigriicides are an emerging puldliealth concern, victimizing not only those
directly involved in the act, but also relatives, friends and acquaintances. Given the fact that
multiple victims are involved, the degree of secondary victimization tends to spread drastically.
Homicidesuicideslead to shock and incomprehension among society at large. Compared to
other forms of homicide, perpetrators of domestic homisideide are less
likely to show risk factors such as previous convictions, previous domestic violence or certain
sociodemograph markers which renders homicideicide cases particularly unpredictable.
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The importance of examining this virtually unstudied phenomenon is twofold: on one hand,
little is known about the psychological and psychiatric characteristics of this typepefrasors,
as many of them typically succeed in committing suicide after the perpetrated homicide (Ewing,
1997; Goldney, 1977; Polk, 1994). A national surveillance system mapping the nature and
incidence of homicidsuicide is nonexistent. Consequentlyjoglines for risk assessment and
prevention are lacking.

On the other hand, given the fact that many of these perpetrators attempt to commit suicide
after the offence, it can be questioned whether the criminal justice system does or should treat
these sunvors differently compared to those not instigating a suicide. In contradiction to for
example the United Kingdom, the Dutch judicial system does not entail laws regulating
homicidesuicides. This is particularly relevant in perceived suicide pact cassenBaum
(1983) pointed out that in practice survivors of pacts are not actually prosecuted. If it is indeed
the case that majority of these pacts consist of coercion rather than voluntgrgraton, it can
be questioned to what extent the criminaligessystem does and should treat these survivors: as
suicide victims or as homicide perpetrators?

Theoretical Background

By definition, two wellresearched types of lethal violence overlap in the case of homicide
suicide: homicide and suicide. There igradition in violence research to regard homicide and
suicide as antagonistic expressions of human aggression (Henry & Short, 1954; Hillbrand, 2001).
Previous studies on homicideicide have suggested two typical motives: on one hand, a
homicidesuicide n the form of an extended suicide, in which a parent takes the child(ren) with
him or her in a pseudaltruistic and nofhostile mood. A homicidsuicide, in this point of view,
is primarily suicidal rather than homicidal. On the other hand, a suicidéolbew a homicide
committed by a male partner who intends to punish the female partner for perceived sexual
infidelity or attempt to separate. The suicide is then triggered by a wish to rejoin the murdered
person (Lester & Lester, 1971). As this type oimmde-suicide is thought to be primarily
homicidal rather than suicidal, it has also been termed as an extended homicide. Cases in which
someone Kkills his or her spouse in addition to his or her children are believed to constitute a
combination of both aaxtended homicide and an extended suicide.

Several strands of research have attempted to explain domestic homicide, among which Daly
& Wilson (1988) have taken a psychkwolutionary perspective. According to this view, men
exercise control over the reprartive capacity of their wives in order to make sure that the child
she is bearing is his, and not his rivalds. W
the male cuckold responds with (lethal) violence. The killing of children, accordingeto t
authors, occurs when the male doubts his paternity. They point to the fact that children with
stepparents have an increased risk of becoming lethally assaulted compared to children with
biological parents. From a Darwinist perspective, the killing @&soown, biological children, is
Ospiteful & as evolutionist use the concept of
devastating in his own interests. The same accounts for the subsequent suicide of the perpetrator.
Failing to explain thes phenomena by evolutionary theory, Daly & Wilson (1988) argue that
psychopathological rather than evolutionary factors play a key role in domestic hemicide
suicide.

Psychopathological theories on homicglécide focus on mental illness in the perpettator
depression is the most commonly cited disorder, followed by paranoid ideation, psychotic
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illnesses and in the case of uxoricidsuicidel morbid jealousy. Many are found to suffer from
previous suicidal ideation (Belfrage & Rying, 2004). The problerh whe great majority of

these studies is that they rely on the retrospective analysis of hospital records or eyewitness
reports in order to determine a psychiatric illness. This method renders unreliable results and
leaves room for speculation wide. Ddspihe fact that depression and suicidal ideation play a
major role in both suicide and homicidaicide (Palermo, 1994; Wallace, 1986; West, 1965), no
study so far has attempted to compare suicide and horsigidele from an empirical
perspective in ordeto outline the risk factors associated with each. Another shortcoming of
merely focusing on the psychopathological characteristics of these offenders is that mental
factors alone do not explain the variations in rates between regions or countriesiever ti

Sociological approaches, on the other hand, have focused on how social norms can influence
even such extreme forms of behavior such as homsidade. In this line of reasoning, Coid
(1983) proposed sever al e p i eoéhomicde m @ popudation,6 | a ws
the lower the percentage of offenders who are found to commit suicide. Accordingly, the
proportion of homicidesuicide increases as the homicide rate increases. Others (e.g. Milroy,
1995; Felthous & Hempel, 1995) havetestedi d6s (1983) hypothesis al
the rates of homicidsuicides fluctuate, they do not fluctuate as much as the homicide rate.
Homicidessuicides, in this sense, appear to resemble suicides in their stability over time rather
than resemblig homicides.

Where studies have been done, they have mainly been based on small samples and followed a
forensic psychiatric perspective on individual motives and typical constellations. Sociological
explanations, on the other hand, have merely relied greggtelevel analyses without taking
individual motivations into account. While both approaches are clearly important, they are not
mutually exclusive and therefore unlikely to capture all relevant causal dimensions of the
homicidesuicide phenomenon. Albugh evolutionary, psychopathological and sociological
theories have all made important contributions to the understanding of domestic homicide, they
each individually fail to explain the nature and incidence of domestic homicide followed by
suicide.

Resarch Questions

This research will seek to explore the nature and incidence of domestic hesuicidie in the
Netherlands. This aim translates into the following working research questions:
- What are the main social, behavioral and psychopathologicalacteristics of domestic
homicidesuicide perpetrators?
- How does the criminal justice system deal with perpetrators surviving a horsicaide?
- What are the risk factors for homicidaicides? In other words, to what extent does domestic
homicidesucide differ from domestic homicide without a suicide? And to what extent does
domestic homicideuicide differ from suicide without a homicide? When is a homicidal person
at risk of sekharm and when is a suicidal person at risk of harming someone else?

Aim

The aim of this study is to come to an understanding of homstigkedes taking place in the
Netherlands and their interrelatedness with domestic homicide and suicide in order to identify
similarities and differences between these types of leth#nge. These approaches can shed
more light on the question whether homieglgcide can be viewed as being predominantly
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homicide or suicide events, or rather a category of its own. A systematic comparison between
these cases will allow for the outlinir demographic, situational and psychological factors of
importance to both (mental) health care and the criminological justice system.

Methodology

In this research project, three main data sources will be used: first, for an epidemiological
overview of lomicidesuicide cases in the Netherlands, | will make use of a national database on
homicide perpetrators. Secondly, in order to examine the main background characteristics of
homicidesuicide perpetrators, | will rely on case studies from a forensic \aiig®sr hospital of
those who have committed a homicide and who have survived a serious suicide attempt. The
third data source that will allow me to answer the research questions consists of case studies of
those who 6onl y6 ma d ethoathaviegrconmitted a praviousihahicideat t e m
These cases will function as controls for those who have undertaken a homicide followed by a
serious suicide attempt. Following, these three methods will be described more extensively:

National Database

Thedath ase OMur der and2O0Mands |(afuogrh tae rd elt9a9i2l ed des
see Leistra & Nieuwbeerta, 2003; 2007) includes all lethal offences that have taken place
between 1992 and 2006, which have been categorized as either murder (art. 289 Btch
Code of Criminal Law) or manslaughter (art. 287, 288 and 290 Dutch Code of Criminal Law),
together comprising the category homici@asic demographic details such as age, gender and
ethnicity of the perpetrator as well as the relationship kaiwectim and perpetrator can be
extracted from these data. In some cases, offence details are included as well.

The database 6Murde20@6d Mansobmpghsed 4dBP9Lhe
which partially overlap each other:

- Files from tle National Bureau of Investigation (NRI). From 1992 onwards, information
on homicides in the Netherlands has been collected by the NRI, which is part of the
National Police Force (KLPD). The information available in these files concerns the date
and locatbn of the homicide, the homicide method as well as basic demographic
characteristics of both victim and perpetrator.

- All newspaper articles generated by the Netherlands National News Agency (ANP). In
the period 19922001 the ANP has published more tharD08 newspaper articles related
to homicide in the Netherlands. In these articles much information is available on the
characteristics of the homicides, the perpetrators and victims.

- The Elsevier Annual Report. From 1992 onwards, the weekly magazineieElsev
publishes an annual report on all homicides that have taken place. This report is based on
both ANP articles as well as on police files.

- Files from the Public Prosecution Service. This database records the judicial procedures
of a homicide.
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- Files fromthe Judicial Information Service and the Ministry of Justice. In addition to the
judicial procedures of a homicide, this database also includes those cases in which the
defendant has appealed to the ¢ase.

- Files from the Criminal Justice Knowledge Cer(f®ODC). In addition to files from the
KLPD and the Public Prosecution Service, these files contain detailed information
stemming from interviews with relevant investigators who were in charge of the
homicide event. (e.g. Smit et al., 2001).

Due to the mliifocal nature of the database, all succeeded homsudedes in the
Netherlands between 1992 and 2006 are likely to be included. Unfortunately, the database does
not include offences having occurred before 1992. By making use of this databasegtriener
the basic information necessary to generate an epidemiological overview of the hesuicide
phenomenon between 1992 and 2006.

Case Studies Forensic Observation Hospital

Previous studies on homicideiicide have attempted to map social, bebraVi and
psychopathological factors using secondary data such as medical and coroner files. Given the
selectivity and the limited reliability of using these methods retrospectively, several researchers
have called for the study of survivors of such actg. (Berman, 1996; Brett, 2002). Due to its
rare occurrence, interviewing surviving perpetrators on a prospective basis will not allow me to
collect a reasonable sample within a fixed time span. Therefore, this study will rely on
documentary analysis, cotitthg domestic homicide case studies in which the perpetrator made a
suicide attempt after the offence, but failed to die. In order to get a realistic and current view of
the homicidesuicide nature and incidence, cases from the past 25 years will beeah¢LO80
2005).

In the Netherlands, people who are accused of having committed serious crimes and whose
criminal acts are thought to be related to a mental disorder or iliness are incarcerated in the Pieter
Baan Centre, a forensic psychiatric observatiospital, for a period of 7 weeks. The centre has
a national function.

Suspects are admitted to the centre for eordered multidisciplinary assessments in order to
determine the degree of accountability at the time of the offence. It has to be entptiesitiee
cases in the study have a i@l status, as at the time of the forensic mental health assessment
they have not yet been found guilty. Given their consistency and profoundness, these assessment
files provide much information on each individysrpetrator and thereby make it a valuable
source for comparison between groups of perpetrators, such as those accused of filicide,
uxoricide and familicide.

Cases were regarded as filicisigicide, uxoricidesuicide or familicidesuicide respectively
when the suicide attempt took place within one week of the offence. Adhering to such a timeline
will make the research findings comparable to other research using the same time span (e.g.
Campanelli & Gilson, 2002; Chan et al., 2002; Marzuk et al., 1992).

* Whereas files from the PublProsecution Service, the Judicial Information Service and the Ministry of Justice are
less relevant in order to determine the epidemiology of homguidde, as the perpetrator is typically not
prosecuted, these sources are valuable in terms of amplff'e punishment in cases in which the perpetrator
attempted to commit suicide, but failed.
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Case Studies Psychiatric Hospital

Given the fact that many perpetrators experience suicidal ideation before the hemuicide,
it is of importance to study which factors are responsible for the perpetrator not only wishing to
end his or her own life, huo take others along in his or her death. The current literature does not
address this problem.

In order to assess which individuals are at risk of only hurting themselves and which individuals
are at additional risk of victimizing others as well, onedseto compare homicigriicide
perpetrators with those having attempted suicide without having committed a previous homicide.

As such, this suicidenly group will function as a control for the homicigeicide group.
Homicidesuicide cases will be matet to suicideonly cases according to demographic factors
as well as the relation between victim and perpetrator; i.e. uxoscidale cases will be
matched to suicidenly cases in which the suicide perpetrator had an intimate partner, but did
not victimize him or her. Filicidesuicide cases will be matched to suiealdy cases in which
the suicide perpetrator had one or more children, but did not victimize them. Fanrslicodde
cases will be matched to suicidaly cases in which the suicide perpgdr had an intimate
partner as well as one or more children, but did not victimize them.

In order to control for withirsubjects variance and improve the ability to find important
differences (Grimes & Schulz, 2000), the ratio of control to cases (@eatio of suicideonly
cases to homicidsuicide cases) will be raised.

In order to examine and compare the characteristics of homicide perpetrators who made a
suicide attempt to those only attempting suicide without having committed a homicide, one
idealy needs the same type of data source, in which case documents provide insight into the
main social, behavioral and psychopathological factors. A psychiatric hospital is the most
applicable data source from which cases can be assembled from individudtewvehmade a
serious suicide attempt without a having committed a previous homicide.

As there is no single psychiatric hospital in the Netherlands with a sole national function, data
from several psychiatric institutions across the country will be gath@waltecting data in this
way will not only safeguard the inclusion of multiple assessors, but also replicate the cross
regional differences between subjects included in the main sample of hosuadie
perpetrators. Moreover, including case mater@infimultiple centers will increase the likelihood
of assembling a large enough group to function as a reliable control group.

It is believed that the abovementioned methodology will provide for a solid basis upon which
the study can be conducted. | hopaliscuss possible methodological issues and shortcomings
during the next HRWG meeting.
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Discussion Notes
Session 6: Refining Homicide Research
Presenter: James Fox
Q: Roger Trent: In California, we have linked SHR and vital stats successfully, but an area of
concern has been child homicides, as the sources give diffemabens, etc. We have
combined sources of data to reconcile this but are still concerned: Are child abuse cases a subset

of concern with matching data?

A: Going back to original records is always best and will be different than other sources of data,
unless that data is unavailable.

Q: Darryl Roberts: Are you posting this data on ICPSR with STATA dictionary and files?
A: At ICPSR, they give you SAS, SPSS, STATA, etc. with separate files for victim and
offender. The data will be very flexible fasers. | can send you data for 29 years now, but

2005 will be available soon. Imputation will be done again on those new data.

Q: John Jarvis: In your unit missingness imputation, are you basing that on SHR total level? Is
the level imputedaswell¥ her e can be problems with this me

A: Yes. (Jamie explains how the data were approached originally and how he would do it
differently, but explains that the issue has been addressed and reconciled as best as they can.)

Q: Amanda Farrell: Rgarding the small number of missing cases, | understand why this is done,
but are there any concerns regarding subtle trends in the missing data?

A: The standard errors are so minima-l that i
gives severatxamples to substantiate point.

Q: Roland Chilton: Jamie, are you including all victims and all offenders in
your data set?

A: Yes

*Jamiei Explains/illustrates process of imputation during question/answer session.

Presenter: Geoffrey Li
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**Several questions throughout presentation to encourage audience participation regarding
randomness of various case studies.

Q: Tom Petee: What is definition of randomness? Challenges the criteria for randomness
through illustrations.

Q: John JarivsYou may be trying to identify intent when the intent information may not be
discernable from your data. You have to extract intent from what you have, but there may not be
a way to do it accurately.

Q: James Fox: There are actually 3 types (ratherttt&2 you have identified): 1) homicide of
an actual targeted victim, 2) homicide against-tavgeted others, and 3) truly random homicide.

Q: Jay Corzine: Youdre assuming a consisten
may not always bthe case gives several scenarios to illustrate how motive can change
depending on opportunity.

Q: James Fox: You also have to consider victim precipitation.

Q: Derek Bi xby: Asked questions to clarify
A: GeoffreyL i : Webre trying to determine the proba
Q: Mi chael Rei nke: |l sndét there always crite

A: Goeffrey Li: Reiterated that the purpose of the study is to determine probability of
randomness.

Q: Vange McLaughlin: You seem to be dependi
randomness, which is based on sensationalism$ommtific].

Q: Katherina Gruenberg: There is a difference between completely random and comptetely
randomi suggests the researcher consider using a scale to allow fabsolute degrees of
randomness.

Q: Marc Riedel: Believes Geoffrey is taking the wrong approach, explains theoretical
approaches to explaining randomness.

Q: Roland ChiltonWoul d t he term Ahaphazardodomake more s
Explains the difference between newspaperso d
definition of randomness.

Q: Tom Petee: Accessed a story from the Internet to demonstrate &fuliiah of
randomness used by media.



Q: Chris Rasche: Points out that the current discussion is consistent with the spirit with which
HRWG was created: open discussion, brainstorming, support, etc., and encourages more
presentations of this sort atime meetings.

Q: Dallas Drake: Regarding randomness, there are certain ethical implications of labeling a

homicide as random or not, including how ethical it is to let media dictate these classifications.
Media portrayals can perpetuate fear, etc.

Presenter: Tina Jaeckle

Q: Mar k Zel i g: (I'n response to Tinads note
experiencing undiagnosed/untreated mental disorders) Mark notes that in addition to the refugees
from Darfur, we are expecting Iraqi refuggealso, in addition to our own troops w/ undiagnosed
mental issues (i.e PTSD). This will affect crime levels.

Q: David David: Explains how Minnesota has responded to other ethnic refugees who generate
homicide and other crime when they come to the US.

Q: Alan DeLine: An interesting study would be to address the child soldiers recruited for
violence.

A: Tina agreed, discussed the presence of these groups in Jacksonville (Rowandans).

Q: Amanda Farrell: Another interesting implication for rese&¢b address the impact of
these patriarchal attitudes and the effect on IPV rates.

Q: David David: Discusses how law enforcement in Minnesota addressed the spike in IPV as a
result of these attitudes. He explained that not only do the nativeshleseeattitudes and

behaviors (i.e. patriarchal, violent toward women), but these attitudes can become imbedded in
US troops while in these countries, affecting their behavior (IPV, etc.) when they return to the
US. This is particularly dangerous when theturn directly home with no period of time to
reacclimate to our culture.

Q: Vance McLaughlin: It seems that genocide perpetrators are very slow and disorganized in
their crimes and should be more expedient. An interesting study would be to aldeiress t
methods, etc.

Q: Victoria Titterington: What does the average American do with the findings of your
research?

A: Tina believes it will be more of a reaction in the future than having an immediate impact.
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Q: John Jarvis: Agreed it is a presérture issue, as most Americans do not appreciate the
impact it will have on them immediately. As the refugees come in, they will begin to feel the
impact and will then react, to both legal and illegal immigrants.

Presenter: Marieke Liem

Q: Vance McLaghlin: You can categorize these homiegdel i ci des i nto two | ev
live without her, based on some precipitating event (i.e. divorce), and 2) physical or mental

disease (i.e. she dies from disease, perp is distraught). Additionally, thpreldesns with

planningto commit suicide versus actually completing the act because suicidal ideation can be
fabricated, particularly at the suggestion of a defense attorney.

Q: Darryl Roberts: Explained that those who attempt suicide are very diffienenthose who
complete it. Usually completers are first time attempters, whereas attempters usually have a
pattern of unsuccessful attempts; therefore, your sample of attempters may not be representative
of those who complete suicide. Darryl explainsvithe scale to diagnosis suicidal ideation is

also not totally reliable.

Q: Chris Rasche: Are you controlling for sex/gender in your study, especially with regard to
killing of children, as this is important.

A: Yes, we are controlling for sex/gemde
Q: Amanda Farrell: You are using a matched pairs technique?
A: Yes

Q: Kathleen Heide: Clarified that the timeframe from homicide to suicide in the study is one
week posthomicide and asked the rationale behind thewoaek span.

A: This oneweek span is established in the literature for several different reasons, including
remorseful period, perpetrator not being able to commit suicide because of being incarcerated,
etc.

Q: Darryl Roberts: Referenced study by Phyllis Shargmeught of dang similar study?

A: Yes, we have, but there are problems associated with adequate data collection, etc.
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Chapter Eight:
Session 7: Consideration of Homicide Clearance Research:
Some New Insights

Moderator: Marc Riedel

Investigating Homicides: Reseat hi n g 0 B e sTim Keel,&¢ohne klwerlseaddand

John P. Jarvis, Federal Bureau of Investigation.

Investigating How Far the Law Extends: Comparing Factors Influencing Homicide
Clearances and ConvictionsWendy C. Regoeczi, Cleveland State UniveasityJohn P.

Jarvis, Federal Bureau of Investigation.
Homicide Solvability: A Consideration of Cleared, Exceptionally Cleared, and Unresolved
Cases John P. Jarvis, Federal Bureau of Investigation and Wendy C. Regoeczi, Cleveland State

University.

Discussion recorded by Chris Rasche
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Detecting Clues in Homicide Management
l dentifying iABest Practiceso

Timothy G. Keel,
Major Case Specialist, Behavioral Analysis Unit

Yvonne Muirhead,
Research Statisticiahlational Center fortte Analysis of Violent Crime

Examining the practices and procedures of how a homicide unit managed

Nationally the # of Homicides isicreasing, yet theClearance Rate iBecreasing

70
16,000 69.1% 14,948

- 68
U’ ~—~~
o)) o
< 12,000 + - 66 O
kS =)
S 64
L x
%S 8,000 + o

() s

g L 62 ©
) c
— ©
©
g L 60 O
Z 4,000 + O

- 58

0 - 56

1999 2003 2006

Asking the ageold questions
AWhat are the Igherperforming homicide units doing?
AHow are they approaching homicide investigation?
AWhat are they doing different?
AAre they doing anything new or innovative?

The Departments
A55 departments responded (68% return rate).
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A27 different states represented

AVarious populations, from under 100K to over 3 million.
AUrban and suburban

A25 homicides or more a year, over a filgar average
AReported stats to UCR

The Questionnaire

A103 questions

AStatistical sheet

AFive-year time span, 20002004

Alndividual survey ér detectives, supervisors and the commander

Main Issues
ADetective Caseload
ASelection of Detectives
AAssignment of cases
Alnitial Response
AComputerized Case Management
Alnvestigative Tools
ACold Case Squads
AOvertime
ARotation Policies
AProsecutors
AMedical Examners
ATeamwork

Clearance Rate

ACurrent Year Clearance Ratehow many cleared that year that occurred that year.
AGives a more accurate representation of how homicide investigations are managed on a
day-by-day basis.

Detective Averages

Time in a homicide unit 6.2
Time in uniform patrol 6.4
Time in an investigative unit 10.5

Years of formal education
Time on department

Average Age

14.7

23.0

42.8

10 20 30

Number of years

40

50



How are homicide detectives selected?
AFormal oral interview and the request of the homicide supervisor most common.
AFormal written test was the lowest form.

Successful traits for a homicide detective
Alnterview and interrogation skills
ADedication
AExperierce
APatience
ACommon sense
ATenacity
APersistence
AQOrganizational skills

Detective Caseload

70
60 1
50
40 1
301
20
10-

Reported Current Year
Clearance Rate

5 or more cases Less than 5 cases

Average homicide caseload per year

Supervisory Overview

A Homicide supervisors must be aware of detective caseloads and be willing and able to make
adjustments as needed, regasdlef general casgssignment guidelines.

A Rotation of case assignments varies, but should be fairly distributed.

A Over 60% had a minimum of 3 or more detectives responding to the initial scene.
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Two units, independently mobile.
A The Wellford(1999)study indicated an importance of detectives responding to the
crime scene within 30 minutes.

A In this study, all departments claimed a detective response time of 30 minutes or less.

Case Assignment
ACentralized vs. Decentralized, no department wasrntealized.
AGeographical assignments, most were not geographically assigned.

Overtime effect on caseloads

Does overtime use effect clearance rates?

701
60
50
40
30
20
10

O No
HYes

L L W L

Reported Current Year
Clearance Rate

Supervisory Overtime Limit  Stringent Rules
Approval for Overtime
Required

Bottom line is that detectives need more than their 8 or 10 hour shift to clear cases!

Investigative Tools

A93% used the Polygph
A35% also used the CVSA
A90% used Bloodtain Pattern Analysis, and had.8% higher CR than those who did not.

ACriminal Investigative Analysis (criminal profiling)
Half of the departments utilized it, half did not.
Those that did utilize ClAhad a5.7% higher CR than those who did not.

AStatement Analysis
Only 16.4% utilized, but they hadsa2% higherCR t han t hose who
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Street Equipment

AVehicles need to be available to detectives on-ad# basis.
AOnly one department in the Bad issues with vehicle availability.
A83.6% had cell phones

A80.0% had digital cameras

A78.2% had pagers

A40.0% had 35 mm cameras

A38.2% had video cameras

A38.3% had laptop computers

Neighborhood Canvass Forms

AOf the 55 subject departments, only 38% admitibelsiaving a standardized NCF.

AMany of the top units did, and have computerized NCF and Vehicle Stop Forms.

AThey are accessible to both patrol and the criminal investigation division.

A83% stated that they supplied useful information.

Aln the Wellford(1999)study, he noted a significant difference when patrol initiated a
neighborhood canvass right away.

AHe also noted a higher clearance rate when investigators questiomedgtizorsof the
victim(s) as opposed to just thamily of the victm(s).

Case Review

A90% reported some type of review system in place.

AOf the higheperforming departments,
Almost 60% reviewed a case within the fizgt hours and 75% were reviewed within the first
72 hours

TRAINING
When combined with other faars, those departments offering formal trainafiger assignment
to the homicide unit had#6 higher CRt han t hose departments who di

Computerized Case Management System

Not everyone has a CCMS.

The 2550 homicides peyear group of departments Wwia CCMS had &.4% higher CR.
Those with a relational capacity had% higher CR.

COMPSTAT
Of those depart ment sstwhloe odifdo rhnmaavte, at hfiecyo nhpasdt aat
3.3% higher CR than those who did not have compstat.

Indoor vs. Outdoor
AOne third occued inside,
ATwo thirds occurred outside.
ADepartments who had more indoor than outdoor homicides ba®% higher CR.
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Anti-Gang Squads

A40 of the 55 departments (72.7%) had an-gatig squad.

A25-49 homicides per year (hpy) 7.7 detectives

A50-99 hpy 16.7 detectives

AOver 100 hpy 23.6 detectives

AMost (87.2%) reported actively working with their agéing squads.

Cold Case Squads
AQver 80% of departments had a CCS.
ASome departments placed in the top third in UCR clearances based solely on the
perfomance of their CCS.
At wer o effect on clearances.

Variety of reasons a CCS can be effective
AEx-wives and exgirlfriends.
AFormer friends and cell mates.
ADeath of documented suspect.
AChange of conscious.
AAdvances in forensic science.

AWhat constitutes aCS case?
A6 months <too short>
Al year
AWhen all leads have been exhausted <too ambiguous>
AWhen the lead detective leaves homickleferred method.

AWho should work in a CCS?
Most experienced typical.
Least experiencedfor training purposes.

AAlternaives to manpower issues

AUse of retired homicide detectives.

AUse of retired CID detectives.

AUse of auxiliary officers.

AUse of criminal justice college interns.
AFormation of a case review protocol
APrioritizes cases for solvability factors
AReview/availabilityof forensic evidence
Alnterview/reinterview of witnesses
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Rotation Policies- Just say NO!
No department with over 80 hpy had any type of rotation policy.
The 3 departments who did have any type of rotation policy are extending the
amount of time thy stay in the unit.

Medical Examiners

ADetectives should always attend the autopsy of a homicide victim.

ADetectives should receive body diagrams.

AOf the higheiperforming departments, almost 90% rated their relationship with the
ME/Coroner as goo®0.1%) or excellent (60%).

Prosecutors

AProsecutors role vary from state to state.

AWhile the ultimate goal of a rightful conviction is the same for both homicide detective and
prosecutor, they have very different perspectives and procedures tg tedtia.

A78.2% of departments rated their relationship either good or excellent.
Those departments had a 6.2% higher CR than those who did not.

At what stage does a prosecutor get involved?

59.9%

Current Year Clearance
Rate

Initial Stage Just Prior to After Arrest
Arrest

However, those departments who wesguiredto notify the prosecutor at the initial

stage of an investigation had | ower <cl earance
It appears that those departments who allow detectives to use their judgment as to when

to notify their prosecutor, and th®@grosecutors who are comfortable enough to allow detectives
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that discretion have a better working relationship, which subsequently allows for a higher
clearance rate.

Death Penalty

Over 92% of the departments, representing 25 different states, anéwéreds 6 t o hav i

the death penalty. Those departments hid 2% higher CR than those departments that did
not have the death penalty.

A In the individual surveys, there was one common theme among the top homicide units, which
was the emphasis AGrEAMWORK!

AThis requires leadership, from the very top to the bottom of the investigative and
administrative process.

AThe presence or absence of professional teamwork may have the biggest intangible
impact on whether a homicide case is solved or not.

Roalblocks to solving homicides; Lack of public/witness cooperation

The Results

ANo more than 5 cases per year as primary for each detective.

ATwo, two person units responding initially.

ACase reviewed by all within first 24 hours.

AComputerized case managemsygtem, with relational capacity to connect names.
Alncorporate computerized car stops and neighborhood canvass forms.
AComstat style format within department.

AGood working relationship with Prosecutors and Medical Examiners.

ANo Rotation Policy.

AOvertime aailable when needed.

ACold Case Squads.

AUse of investigative tools such as the polygraph, bktath pattern analysis, criminal
investigative analysis and statement analysis.

AWork together as a team.

No single procedure will guarantee a higher clearaate. Knowing how successful
homicide units throughout the country operate however, gives commanders and supervisors
options to maximize performance. They can
they believe will work best for improvingehi r depart ment sdé homici de
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Tim Keel is a retired Detective Lieutenant from the Baltimore Police Departments homicide unit. He now
wor ks at the FBI &6s National Center for the jx@as¢é ysi s of
Specialist. He can be reachedgiteel@fbiacademy.edu
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Investigating How Far the Law Extends:

Comparing Factors Influencing Homicide Clearances and Convictions
RESEARCH IN PROGRESS

Wendy C. Regoeczi
Cleveland State University

John P. Jarvis

Federal Bureau of Investigation

Abstract
A growing body of literature exists which examines factors influencing case clearances for
violent crimes, especially homicide. However, while the arrest of a suspect constitutes a
successful investigation on the part of police, it does not guarantee that sawikboltienately
be held responsible for the crime. In other words, not all homicide cases that are cleared by the
police result in a successful prosecution in the court system. A largely unaddressed question
concerns whether factors influencing arrésaitances for homicide differ from those affecting
convictions in homicide cases. This study takes advantage of detailed data on homicide cases for
Cleveland, Ohio from 1998 through 2002 to examine this issue. Hierarchical logistic regression
will used b investigate the impact of casnd neighborhootevel characteristics on homicide
clearances and convictions.

Introduction

In response to the increasing attention from both within and outside of the academic
community focused on the issue of the sabal decline in the percentage of homicides cleared
in the United States over the past four decades, a growing body of literature has emerged
examining the causes and correlates of homicide clearance. This research has shed much light
on what types of dmicide cases are more likely to be cleared with respect to such factors as
incident, victim, and offender characteristics, police organizational characteristics, and
neighborhood characteristics. Many of these studies note, however, that the classiicati
case as fAclearedod does not necessarily mean a
closed from the perspective of the police, but arrested offenders are not always successfully
prosecuted for a variety of reasons. Do the factorgtiedict clearance also predict successful
conviction? Can the same theoretical perspective contribute to explaining clearance and
conviction patterns? The current study takes advantage of a unique dataset that contains
information on both clearances amrdranal justice outcomes of homicide cases to answer these
questions. Furthermore, we investigate whether social disorganization theory can help explain
patterns in both homicide clearance and conviction.
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Theoretical Perspective

The social disorganitian perspective developed out of the University of Chicago during
the 19206s. According to Shaw and McKayods wor
residential instability and poverty result in communities that are socially disorganized, in turn
producng high rates of juvenile delinquency (Shaw and McKay 1942). Extensions and revisions
of this theory have included more explicit discussions of the intervening processes between such
structural factors as economic deprivation and residential instabifitgrame rates. In
particular, these types of neighborhood conditions are believed to weaken social institutions and
the ability of residents to exercise informal social control by regulating the behavior of
individuals in the neicghblerdddcazyd Wesalkeml
trust) (e.g. Sampson and Groves 1989; Sampson, Raudenbush, and Earls 1997).

These same neighborhood conditions may interfere with the successful identification,
apprehension, and prosecution of homicide offehdeéomicides occurring in communities
where normal social control is not present and residents are not invested in the neighborhood
may pose obstacles to both successful apprehension and conviction of homicide suspects. With
high levels of residential itebility and mobility, residents may be less likely to know the
identity of persons involved in murders in their neighborhoods. Their unwillingness to intervene
to regulate the behavior of others living in the area also likely means they will not be tallin
invest their time and risk their safety to cooperate with police in identifying suspects and
testifying as witnesses at trial.

Data

Detailed incident reports derived from the Homicide Unit of the Cleveland Police
Department are the primary data usethie current study. The Cleveland homicide data involve
detailed information that was coded from each homicide file between 1998 and 2002 (N=414),
including many victim, offender and event characteristics not present in publicly available
homicide datage such as the SHR. A narrative for each homicide was constructed describing
the events leading up to the homicide, including any verbal exchanges between the victim and
offender (if known). This data collection effort took 16 months to complete.

These 414 victims were killed by 534 homicide offenders. This included 19 justifiable
homicides committed by police; these were eliminated for the purposes of the analyses described
here. In addition, there were 16 cases committed by 23 offenders whaotuileoffense
occurred prior to 1998 even though the death occurred between 1998 and 2002. These cases
were also dropped, resulting in a final dataset of 495 offenders.

Preliminary Analyses

Factors Affecting Likelihood of Clearance

Cleveland police arelatively successful in clearing homicide cases. The 495 cases
resulted in 368 arrest clearances and 6 exceptional clearances, for an overall clearance
percentage of 75.6%. Based on prior literature, we examine the following victim and incident
charactestics as possible predictors of clearance: victim gender, victim race, victim age,
victimdébs prior criminal record, weapon, <circu
Preliminary logistic regression analyses, reported in Table 1 below, tednz victim age,
victim race, circumstances, and location all have a significant impact on the likelihood of
clearing the case.
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Table 1
Factors Affecting Clearance of Homicide Cases, Cleveland, 192802

Characteristic Odds Ratio Standard Error

FemaleVictim 1.588 0.523

White Victim 2.179* 0.451

Victim Age 1.428*** 0.356

(Victim Age)’ 0.9971 *** 0.003

(Victim Age)® 1.000*** 0.000

Victim Prior Record Violent Crime 0.960 0.482
Victim Prior Record NofViolent Crime 1.032 0.436
Contact Weapor 0.787 0541

Other Weapor 1.686 0.991

FelonyRelated 0.093*** 0.608
Revenge/Retaliatiol 0.180** 0.666

Other Circumstance 0.845 0.795

Unknown Circumstance 0.007 0.750

Other Indoor Locatior .103** 0.841

Outdoor Location 110%** 0.641

Third Parties Preser 0.785 0.368

*p<.10 *p<.05 **p<.01
Factors Affecting Likelihood of Conviction

Of the dataset containing 374 cleared cases, 9 cases were dropped that resulted in the
offender committing suicide. Another 3 cases were dropped for which camvicformation
could not be located. Of the remaining 361 cases, 294 offenders (81.4%) were convicted. The
majority of these (198 cases) involved the offender pleading guilty to lesser charges. With less
literature to draw from examining homicide coniaais, we examined bivariate relationships
between various victim, offender, and offense variables and conviction status. On the basis of
these results, we included the following factors in our model predicting convictions: victim
gender, race, age and prrecord, offender gender, race, age and prior record, location, and
presence of third parties. The preliminary results are displayed in Table 2 below.
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Table 2
Factors Affecting Convictions in Homicide Cases, Cleveland, 199802

Characteristic Odds Ratio Standard Error

Female Victim 2.076 0.451

White Victim 2.295 0.508

Victim Age 0.998 0.011

Victim Prior Record Violent Crime 0.439** 0.406
Victim Prior Record NofViolent Crime 1.697 0.458
Female Offende 1.852 0.533

White Offender 0.424* 0.468

Offender Age 0.989 0.015

Offender Prior Record Violent Crim 5.243*** 0.417
Offender Prior Record NeWiolent Crime 2.112* 0.395
Other Indoor Locatior 214%** 0.589

Outdoor Location .930 0.373

Third Parties Preser 2.129** 0.351

*p<.10 *p<.05 **p<.01

These results indicate that prior records for violent crimes on the part of either the offender or the
victim increase the likelihood of conviction. Cases involving white offenders are somewhat less
likely to lead to conviction. The presenukthird parties, which according to Table 1 does not
increase the likelihood of clearing the case, does increase the probability of a conviction. Cases
occurring in indoor locations other than a residence are less likely to produce a conviction.

Next Steps

Along with better identification of potential factors affecting convictions, the next steps
in the analysis will involve linking the neighborhood level data to each individual offender case
file in order to examine whether contextual characteristick as concentrated disadvantage and
residential mobility impact the likelihood of successful case outcomes for homicides in the city.
Doing so will require that we address the potential problem of spatial autocorrelation.

References
Sampson, R. J. alW. B. Groves. 1989. Community structure and crime:
Testing sociallisorganization theory. American Journal of Sociology
94:774802.

Sampson, R. J., S. W. Raudenbush, and F. Earls. 1997. Neighborhoods and
violent crime: A multilevel study of collectigéficacy. Science 277 (August 15): 248

Shaw, C. and H. McKay. 1942. Juvenile Delinquency and Urban Areas. Chicago:
University of Chicago Press.

[ERN
o



Homicide Solvability: A Consideration of Cleared,
Exceptionally Cleared, and Unresolved Cases

John P. drvis
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Abstract
This presentation will examine incidents of homicide as reported in the FBI NIBRS database for
differing outcomes in terms of resolution. That is, we examinelémts that resulted in arrest,
exceptional clearance, and apparently remain unsolved. Using these outcomes as a multinomial
logistical dependent variable, we then examine victim, offender, and situational characteristics to
determine the relative impactaieach attribute has in various outcomes. By doing so, we hope
to identify promising strategies for examining the solvability of homicides reported to the police.

For homicide detectives, murder cases essentially result in one of three outcomes: they
are cleared by the arrest of a suspect following an investigation, they are exceptionally cleared
due to a variety of extraordinary circumstances, or the case remains unsolved (uncleared). From
the perspective of police practice, homicides resulting in excep clearances typically
represent a distinct group of cases in terms of what the investigation will require. For example,
homicides resulting in the suicide of the offender at the scene produce cases that can be quickly
closed, requiring virtually nanvestigative effort.

Although the issue of homicide clearance has garnered increasing attention from
criminological researchers over the past decade, the existence of these two different forms of
clearance arrest and exceptionahas received almost miscussion. In fact, the authors are
only aware of one study that examines exceptional clearances as a distinct category of homicide
clearance (Riedel and Boulahanis 2007). That study uses Chicago homicide data and focuses on
the exceptional clearanceeay or y of fibarred to prosecutiono
lawful arrest has been made and not because the offender is dead), which constitute 80% of the
exceptionally cleared cases in Chicago between 1988 and 1995. In most of the remaining studies
on the subject, the issue of exceptional clearances is typically relegated to a footnote indicating
whether or not exceptional clearances have been dropped from the analysis or combined with
cases cleared by arrest.

The current paper directly addresses destion of whether or not exceptional
clearances represent a distinct category methodologically, thereby linking the issue of police
practice in homicide investigations to researcher practice in defining and measuring homicide
clearance.

[ERN
=



Methodology

The data used for this study a-Based®Repatmgg f r om
System. They include all incidents of murder and-negligent manslaughter reported in NIBRS
between 1996 and 2002. We limit our study to cases involving single viaticheffenders due
to the overlap of information on incident characteristics for homicides with multiple victims.
This also allows us to avoid violating assumptions of independence in modeling these data.
Dependent Variable

The dependent variable in our s is a 3category nominal variable: O=cleared by
arrest, 1=exceptionally cleared, 2=uncleared. Cleared by arrest is the most common outcome,
comprising 54.7% of homicides in the dataset (see descriptive statistics in Table 1).

Independent Variables

We selected as predictors those victim and incident characteristics that have been shown in prior
research to influence homicide clearance, regardless of how clearance was measured. Of course,
we are limited to the types of variables available through #te@hal IncideniBased Reporting

System.

Victim Characteristics.

We include measures of victim gender (female victim), victim race (White vawvhite victim)
and victim age (victim under 10; victim J6Y years; victim 65 years and over). The categbry
victims under 10 has been examined in prior research on clearing homicides. Victehs 11
years are the reference category.

Weapon
We categorize weapons into firearms, contact weapons (knife/cutting instrument, blunt object,

personal weapons suchl@ands and feet, and asphyxiation), and other weapons. Firearms are the
reference category.

Location.

Locations are categorized as residential locations/homes, other indoor locations (air/bus/train
terminal, banking/savings and loan, bar/nightclub, chieyetagogue/temple, commercial/office

buil ding, convenience store, department/ disco
government/public building, grocery/supermarket, hotel/motel, jail/prison, liquor store, rental

storage facility, restaurargchool/college, specialty store), outdoor locations (construction site,
field/woods, highway/road/alley, lake/waterway, parking lot/garage, service/gas station), and

other locations. Homes are the reference category.

Time.

Time of the homicide is brokesown into those incidents occurring between 8 a.m. and 3:59

p.m. or what is commonly the first policing shift, 4 p.m. and 11:59 p.m. or what is commonly the
second shift, and midnight and 7:59 a.m. or what is commonly the third shift.

Circumstances
Circumstances are categorized as those that are fedtatgd (drug dealing, other felony
involved), arguments (argument, | overso6 quarrtr
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enforcement officer, gangland, juvenile gang, mercy killing, other circumstaaoesjnknown
circumstances. Arguments are the reference category.

Analysis
We use multinomial logistic regression analysis to handle -@at&gory nominalevel
dependent variable. We run models to produce results comparing each clearance category to the
other two categories. A small amount of missing data on a few of the victim variables reduces
the sample size from 5,680 to 5,352 cases.

Results
Descriptive statistics for all of the variables included in the analysis are displayed in
Table 1.
[Table 1About Here]

Table 2 displays the results of the multinomial logistic regression analysis. The first two models
compare each of the two different forms of cleararddeared by arrest and exceptionally

cleared to uncleared homicides. The third modelsflcolumn) shows the results of the

remaining compariserexceptionally cleared to cleared by arrest homicides.

Cleared by Arrest vs. Uncleared and Exceptionally Cleared vs. Uncleared

The first two models compare each form of clearance with unclearattides. Several of the
predictors show similar effects on the likelihood of clearance, regardless of whether this is by
arrest or by exceptional means. In particular, victims under the age of 10 and white victims are
more likely to be cleared, althougfe impact of these victim characteristics on the odds of
clearance are greater for exceptional than arrest clearances (3.589 vs. 2.308 and 3.024 vs. 1.281).
Contact weapons, other weapons, outdoor locations, other locations;felateg killings, other
circumstances, and unknown circumstances reduce the odds of both types of clearance. These
findings are consistent with much of the literature on arrest clearances and homicide clearances
more generally.

However, the impact of several predictors diffensthe two types of clearance. For
example, cases with female victims or victims aged 65 and over have an increased likelihood of
being exceptionally cleared but not cleared by arrest. Contact weapons increase the odds of an
arrest clearance but decredise odds of an exceptional clearance. Homicides occurring in other
indoor locations as opposed to homes are less likely to be cleared by arrest, while homicides
occurring during third shift are less likely to be exceptionally cleared. Thus, compariag thes
first two models indicates that while these two different types of clearance share some common
influences, there are also a number of factors that impact one or the other but not both, or impact
the two clearance measures in different ways. Model 3g#teolumn) depicting the results
directly comparing exceptional and arrest clearances further underscores this point.

[Table 2 About Here]
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Exceptionally Cleared vs. Cleared by Arrest

When factors predicting exceptional versus arrest clearancesmapared, we find that the

impact of victim and incident characteristics on the two forms of clearances differ in a number of
ways. For example, cases involving females, Whites, and victims aged 65 and over all increase
the odds of an exceptional cleararmompared to an arrest clearance. Relative to homicides
committed with firearms, the odds of an exceptional clearance are reduced in cases involving
contact weapons and other weapons. Homicides occurring in outdoor locations, and on second
or third shiftrelative to first shift also have reduced odds of being exceptionally cleared
compared to cleared by arrest. Finally, relative to homicides involving arguments; rfellatey
homicides are less likely to be exceptionally cleared than cleared by arrest.

Preliminary Conclusions

This study uses a multinomial logistic regression analysis to examine whether homicide
case outcomes that are often distinct from an investigative standpoint are also distinct
methodologically. Overall, the results suggest thatexsome incident and victim
characteristics have a similar impact on the odds of clearing a case by means of arrest or
exceptionally and/or do not distinguish between the two forms of clearance, there are a number
of factors that influence the cleararcaegories differently. In other words, it appears that not
only is police practice typically different for cases that result in arrest compared to those that are
cleared by exceptional means such as the death of the offahdgrdiffer methodologicallps
well.

Our study identified a number of factors that influence the likelihood of either an arrest or
exceptional clearance compared to cases that remain unsolved. The finding that cases involving
young victims increases the odds of both forms of clearéconsistent with prior research.

Previous studies looking at the impact of race on homicide clearance have produced very mixed
results; the current research finds cases with White victims have an increased odds of both arrest

and exceptional clearaecs . Whi |l e t his pattern can be seen
theory of |l aw in the sense that minorities ar
cleared, we believe there are a number of equally plausible explanations for tiig patte

including the greater distrust minorities have of the police that may hamper homicide

investigations. Additionally, homicides of females are more likely to result in exceptional

clearances. These cases likely involve women murdered by intimate paroettsen turn the

gun on themselves or other circumstances that prevent adequate evidence collection to support a
solution to the case.

Residential locations have a strong impact on clearances, as these may be the sight of
more homicides involving intimas, other family members, or at least individuals known to one
another. Evidence may also be better preserved in such locations. Cases involving arguments are
also more likely to be cleared. Again, these types of homicides frequently involve people who
arerelated or know each other. In contrast, we found fetefgted homicides are less likely to
be cleared, a pattern that is consistent with existing research. Our findings also support a number
of studies with respect to the impact of weapons on alesstanice; contact weapons increase
the likelihood of clearing the case by arrest compared to cases involving firearms.
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